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Preface to Second Edition

When I began to consider a second edition, I spent time thinking about what worked well 
when teaching my own courses using the book. Thus, I decided to make drastic changes 
to Chapters 1 – 3, to spread out some of the material that seemed tightly packed in 
Chapter 1 and include groups of units earlier. This gives more varied examples to use 
when illustrating ideas such as order of elements, direct products, and subgroups. Instead 
of introducing homomorphisms at the end of Chapter 1 and barely mentioning them again 
until much later, I now wait to introduce them until there are significant applications for 
them, in Chapter 2. There are also some new exercises and rewording of others.

The history of mathematics, and especially the people who were part of its development, 
has been an interest of mine for many years. Thus, this edition includes information on a few 
interesting mathematicians. Whenever people in mathematics are discussed, names such as 
Hypatia, Newton, Gauss, Euclid, Cauchy, Fermat, are among the most familiar, and there 
is much written about them. Instead, I decided to include information about some who are 
not as commonly heard about, so students and even faculty may not recognize many of 
the names. I chose twelve individuals with an important part to play in the development 
of mathematics, but who had to overcome struggles due to race, gender, religion, age, or 
sometimes even health to persevere. 

At the end of each chapter you will find information about one of them, and hopefully 
they will inspire you and your students. If you are looking for more, there are many 
resources, such Men of Mathematics ([4]), Women of Mathematics: A Biobibliographic 
Sourcebook ([17]), Notable Women in Mathematics: A Biographical Dictionary ([38]) and 
Notable Twentieth-Century Scientists ([11]), as well as the online resources MacTutor 
History of Mathematics archive ([60]) and Biographies of Women Mathematicians ([1]). 
I encourage everyone to learn more about the people that helped create the mathematics 
we use today and hear their interesting stories.



Preface to First Edition

Over many years of teaching an undergraduate course in modern algebra (also known as 
abstract algebra) I slowly determined what, for me, seemed to be the “essential” topics 
to cover and the order in which the material most easily flowed through a course, or 
sequence of courses. Most importantly, I began to find more for my students to work 
on in class together, with help from one another and from me. Slowly over the years a 
variety of examples or theorems became common for me to use this way, so I began to 
categorize them into what are called Projects in this book. Each Project is a set of related 
problems to solve, some are calculations for practice using concepts like operations on sets, 
permutations, cosets, or field extensions, and others require proofs. Each chapter (other 
than the preliminaries) has several that can be used when covering that specific material. 

This book can be used for a course in modern algebra in a variety of ways; some suggestions 
are given for a one semester course or two-semester sequence at the undergraduate level. 
Chapter 0 is intended to be a resource, not material to cover in detail. The material in 
Chapter 2 can be covered along with Chapter 1 if time is short. It is put in a separate 
chapter since I have found that students enjoy the break from proofs with calculations 
involving modular arithmetic, Cyclic Groups, and Permutation Groups for a short time. 
The text is written to use the information from previous chapters to assist with new 
material, so if a course was given only about rings, the facts about groups referenced in 
Chapter 1 can be discussed only in additive notation with commutativity. 

If students have only one course in modern algebra it is important to include material 
relating to groups and rings, Chapters 1 and 4. Including portions of Chapter 6 (Domains), 
makes it possible to cover much about polynomial rings (Chapters 7 and 8) as well. It 
would be difficult to also include information from Chapter 9 (Extension Fields) without 
discussing quotient rings and ideals from Chapter 5, since several critical proofs refer to 
maximal ideals and quotient rings.



Preface xiii

For a two-semester sequence, the order of topics in the text can be followed directly 
with some optional pieces being excluded, such as Ordered Integral Domains and the 
Sylow theorems, as time allows. Just as the material in Chapter 2 can be weaved into 
the basics about groups in Chapter 1, it is possible to include material about polynomials 
(Chapters 7) while introducing rings rather than later.

The notation used is fairly standard, but I use ord(a) to refer to the order of a group 
element instead of |a|, to keep it distinct from the cardinality of a set. Eventually in 
Chapter 2 it is shown that ord(a) and the cardinality of the cyclic subgroup generated by a 
are equal. Since the symbol R is reserved for the set of real numbers, I use A to refer to a 
general ring instead of R. Similarly K is used to denote a field throughout the text instead 
of F to avoid notation involving extensions that looks too similar to inappropriate language 
out of context. This is a personal preference that evolved after having remarks made by 
students in my classes over the years.

Many of my colleagues at SUNY Potsdam should be thanked for their assistance and 
support throughout this project, but I will only mention a few. Harold Ellingsen used 
drafts of the text in his class, which helped me refine and correct many details; the text is 
significantly improved due to his assistance. Joel Foisy gave his support by helping to keep 
my teaching schedule manageable during the writing of the text, while he and Jason Howald 
also read portions and found critical changes that needed to be made. Jason Howald, Derek 
Habermas, and Kerrith Chapman cannot be thanked enough for their help while I struggled 
learning to create this final product in LaTeX, a nontrivial exercise. Finally, Gerald Ratliff 
and Nancy Dodge-Reyome convinced me to contact publishers to set this entire project into 
motion; this would never have happened without their encouragement.
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Chapter 0
Preliminaries

The material in this text assumes that you have already been exposed to specific mathe-

matical topics. This chapter will serve as a reminder of some key ideas referred to throughout

the text. In general, most theorems in this section do not include proofs, as they are meant

as reminders of previous information.

0.1 Sets
All of the ideas in this text are based on the concept of a set with certain properties. You

should already have experience with sets written both as lists in brackets, {1, 2, 3, . . .}, or

in set-builder notation such as {x : x is an integer and x > 0}. In the first we expect to see

and follow a pattern, while the second clearly describes which elements are in the set. One

main difference is that when a set is written with set-builder notation, we must determine

if any elements are in the set at all.

Example 0.1 The set defined by {x : x is an integer, x2 = 1, and −3 < x < −2} has no

elements in it, since the only integers satisfying x2 = 1 are 1 and −1, neither of which is

between −3 and −2.

We will follow conventional notation, by naming a set with a capital letter, and, use x ∈ A
to mean that x is an element of the set named A, and x /∈ A to mean the opposite. The

usual notation for the empty set ∅ is used, and for two sets A and B we use the following

notation:

• A = B if the two sets have exactly the same elements.

• A ⊆ B (A is a subset of B) if every element of A is also an element of B.

• A ⊂ B (A is a proper subset of B) when A ⊆ B is true but A 6= B.

• A ∪B = {x : x ∈ A or x ∈ B} is the union of A and B.
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• A ∩B = {x : x ∈ A and x ∈ B} is the intersection of A and B.

• A−B = {x : x ∈ A and x /∈ B} is the relative complement of B in A.

(This is written as A\B in some places.)

• A×B = {(a, b) : a ∈ A and b ∈ B} is the cartesian product of A and B.

• ℘(A) = {C : C ⊆ A} is the Power Set of A.

• |A| denotes the cardinality of A.

Example 0.2 Consider the sets P = {a, b, c, d, e, f, g, h}, Q = {b, c, e, h},
T = {a, 0, b, 4}, S = {0, 1, 2, 3, 4, 5}.

Q ⊂ P , as Q ⊆ P but P 6= Q.
Notice that P * Q since d ∈ P but d /∈ Q.
P ∩ T = {a, b}, Q ∩ T = {b}, S ∩ T = {0, 4}
Q ∪ T = {a, b, c, e, h, 0, 4}, S ∪ T = {a, b, 0, 1, 2, 3, 4, 5}
S − T = {1, 2, 3, 5}, T − S = {a, b}, Q− P = ∅
|P | = 8, |Q| = 4, |T | = 4, |S| = 6
(Q ∩ T )× S = {(b, 0), (b, 1), (b, 2), (b, 3), (b, 4), (b, 5)}
℘(P ∩ T ) = {∅, {a}, {b}, {a, b}}

Other facts about sets that will be very useful include:

• A = B if and only if both A ⊆ B and B ⊆ A.

• If A ∩B = ∅ we say that A and B are disjoint.

• If |A| = n for n ∈ N or A = ∅, we say A is finite.

• If A and B are finite then |A ∪B| = |A|+ |B| − |A ∩B|.
• If A and B are finite and disjoint, then |A ∪B| = |A|+ |B|.
• If A is a finite set with B ⊆ A and |A| = |B|, then A = B.

• If |A| = n, then |℘(A)| = 2n.

Example 0.3 Using the same sets P = {a, b, c, d, e, f, g, h}, Q = {b, c, e, h},
T = {a, 0, b, 4}, S = {0, 1, 2, 3, 4, 5}.

Notice that P and S are disjoint and finite. P ∪ S = {a, b, c, d, e, f, g, h, 0, 1, 2, 3, 4, 5}, so

|P ∪ S| = 14, and |P | + |S| = 8 + 6 = 14. However, Q and T are finite but not disjoint,

|Q ∪ T | = 7, and |Q|+ |T | − |Q ∩ T | = 4 + 4− 1 = 7.

There are familiar sets we will refer to frequently, and thus, reserve notation for them: the

set of integers Z, natural numbers N, real numbers R, rational numbers Q, and the empty

set ∅. Note that N is the same as the set of positive integers. For more basic information

about sets, see ([45]).
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0.2 Mathematical Induction

One of the most important tools in mathematics is called Mathematical Induction. This

proof technique is common to almost every mathematics course and is frequently used when

a statement refers to an arbitrary natural number. There are several ways to state Mathe-

matical Induction, often referred to as PMI or the “Principle of Mathematical Induction.”

See [45] for more about Mathematical Induction.

Theorem 0.4

Principle of Mathematical Induction Suppose for each n ∈ N, P (n) is a statement involving
n. If:

(i) P (1) is true (the base case), and
(ii) For an arbitrary k ∈ N, if P (k) is true, then P (k+1) is also true (the induction step),

then P (n) is true for all n ∈ N.

Example 0.5 Consider the statement “for any n ∈ N, 2+4+6+ · · · +2n = n(n+1).” Thus
for each n ∈ N, P (n) represents the statement “2 + 4 + 6 + · · · + 2n = n(n+ 1).” To prove
that P (n) is true for every natural number n, we need to verify (i) and (ii) of the theorem.

(i) The statement P (1) is “2 = 1(1 + 1).” Since we know 2 = 2, then P (1) holds.

(ii) Now consider an arbitrary k ∈ N and assume that P (k) is true, or in other words
assume that 2+4+ · · ·+2k = k(k+1) (this is referred to as the induction hypothesis).
For the induction step we must prove that P (k + 1) is also true. P (k + 1) is the
statement “2 + 4 + · · ·+ 2(k+ 1) = (k+ 1)(k+ 2).” Notice that 2 + 4 + · · ·+ 2(k+ 1) =
2 + 4 + · · ·+ 2k + 2(k + 1), so using P (k) we have:

2 + 4 + · · ·+ 2(k + 1) = (2 + 4 + · · ·+ 2k) + 2(k + 1)
= k(k + 1) + 2(k + 1)
= (k + 1)(k + 2)

Thus P (k + 1) is true and so by the PMI, P (n) is true for every n ∈ N.

Theorem 0.4 can be modified if the statement P (n) is only true when n ≥ m for a fixed

natural number m.
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Theorem 0.6

Suppose for each n ∈ N, P (n) is a statement involving n. If:

(i) P (m) is true (the base case), and
(ii) For an arbitrary k ∈ N with k ≥ m, if P (k) is true, then P (k + 1) is also true,

(the induction step),

then P (n) is true for all n ∈ N with n ≥ m.

Example 0.7 We will prove that for all n ∈ N with n ≥ 4, 2n ≤ n!.
(Recall n! = 1 · 2 · 3 · · · (n− 1) · n.)

This time we have the statement P (n) as 2n ≤ n!. P (4) says that 24 ≤ 4!, so since
24 = 16 and 4! = 24, P (4) is true.

Assume, for the inductive step, that P (k) is true for some k ∈ N with k ≥ 4, 2k ≤ k!. Since

2 > 0, multiplying by 2 gives us 2(2k) ≤ 2(k!), and thus 2k+1 ≤ 2(k!). We assumed k ≥ 4,

thus easily 2 ≤ k + 1 must hold. Multiplying both sides by k!, we have 2(k!) ≤ (k + 1)(k!).

Notice that (k + 1)k! = (k + 1)!, and so 2(k!) ≤ (k + 1)!. Finally, transitivity of ≤ tells us

2k+1 ≤ (k + 1)! and P (k + 1) is true. Thus by PMI, P (n) is true for all n ∈ N with n ≥ 4.

Note that in this case P (1), P (2), and P (3) are all false!

Another modification is called Strong Induction , which assumes that for all t ≤ k,

P (t) is true as the induction hypothesis instead of just P (k).

Theorem 0.8

Suppose for each n ∈ N, P (n) is a statement involving n. If:

(i) P (1) is true (the base case), and
(ii) For an arbitrary k ∈ N , if P (t) is true for all t ≤ k then P (k + 1) is also true,

(the induction step),

then P (n) is true for all n ∈ N.

The two theorems PMI (0.4) and Strong Induction (0.8) are actually equivalent, even

if it does not seem so at first. They both use P (1) as an assumption, and so consider the

two inductive steps. Notice that the assumption that P (t) is true for all t ≤ k includes that

P (k) is true. Thus knowing P (k) → P (k + 1) guarantees “P (t) is true for all t ≤ k” →
P (k + 1). Similarly, if we know that P (1) is true and for any k, P (k) → P (k + 1), it will

guarantee us P (t) true for all t ≤ k. Thus knowing “P (t) true for all t ≤ k”→ P (k+1) also

shows us P (k)→ P (k + 1). Thus the inductive steps are in fact equivalent to one another.



0.3 Partitions and Equivalence Relations 5

0.3 Partitions and Equivalence Relations

A relation ∼ on a nonempty set A is a way to match its elements based on some criterion.

For example, if A = Z we can define n ∼ m if and only if n = m+ 3. Then 1 ∼ −2, 3 ∼ 0,

and 10 ∼ 7. We will be interested in equivalence relations. For more details about relations

on sets see ([45]).

Definition 0.9 Let A be a nonempty set and ∼ a relation on A.

The relation ∼ is an equivalence relation if and only if it satisfies:

(i) For every a ∈ A, we have a ∼ a. (∼ is reflexive on A.)
(ii) For every a, b ∈ A, if a ∼ b then b ∼ a. (∼ is symmetric on A.)
(iii) For every a, b, c ∈ A, if a ∼ b and b ∼ c then a ∼ c.

(∼ is transitive on A.)

The example of a relation on Z before this definition is not an equivalence relation. Notice

that (i) fails as 3 ∼ 3 is clearly wrong. You are encouraged to see if either (ii) or (iii) hold

for this relation.

Example 0.10 Define a relation on Z by n ∼ m if and only if n−m is even. Notice that since

0 is even, n ∼ n for any integer and ∼ is reflexive. Also as n−m = −(m− n), then n ∼ m
tells us m ∼ n, and ∼ is symmetric. Finally, if n ∼ m and m ∼ s, then n−s = n−m+m−s,
and since both n−m and m−s are even, we have n−s even and n ∼ s, making ∼ transitive.

Thus we have an equivalence relation.

The previous equivalence relation breaks Z into parts. For each integer x we can look at

which integers are equivalent to x, defining sets of the form A0 = {n : n ∼ 0}, A1 = {n :

n ∼ 1}, A2 = {n : n ∼ 2}, and so on. It should be clear that since ∼ is reflexive, for each n,

n ∈ An. Also if n ∼ 1 then n− 1 is even, say n− 1 = 2k. Thus n+ 1 = 2k + 2, so n− (−1)

is also even, and n ∼ −1 as well. This gives us A1 ⊆ A−1. You should show A1 ⊇ A−1 to

see that A−1 = A1. This same argument holds for each i, so A−i = Ai.

Definition 0.11 Let A be a nonempty set and assume A1, A2, . . . , An
are subsets of A (possibly an infinite collection with index set I).

The collection of subsets of A forms a partition of A if and only if:

(i) For each i 6= j either Ai = Aj or Ai ∩Aj = ∅, and

(ii)
⋃n
i=1Ai = A.



6 Chapter 0 Preliminaries

In Example 0.3 we created a collection of sets, {An : n ∈ Z}. For each integer, n ∈ An, so

we clearly have
⋃∞
i=1Ai = Z and (ii) is true. Suppose i, j ∈ Z with i 6= j and Ai ∩ Aj 6= ∅,

then there must be some a ∈ Ai ∩ Aj . Thus a ∼ i and a ∼ j. Using symmetry, i ∼ a and

a ∼ j, so by transitivity we know i ∼ j. Now for any x ∈ Ai, x ∼ i and i ∼ j so x ∼ j using

transitivity. Thus x ∈ Aj , showing Ai ⊆ Aj . Similarly, if x ∈ Ai, x ∼ j and j ∼ i, so x ∼ i

using transitivity. Thus x ∈ Ai. Now Ai ⊇ Aj , so Ai = Aj , and (i) holds in the definition.

Thus the relation ∼ defines a partition on A.

Definition 0.12 Suppose A is a nonempty set, ∼ is an equivalence
relation on A, and a ∈ A.

The set [a] = {x ∈ A : x ∼ a} is called the equivalence class of a.

The critical connection between partitions and equivalence relations is seen in the next

theorem.

Theorem 0.13

Suppose A is a nonempty set and ∼ is an equivalence relation on A. The collection of
equivalence classes, {[a] : a ∈ A}, forms a partition of A.

Notice again in Example 0.3 that for each n ∈ Z, [n] = An. Now when we make a set of

our equivalence classes, we like to see the distinct sets to include, so consider the equivalence

class [1]. We know that 1 ∈ [1], but also n ∈ [1] exactly when n − 1 is even, or in other

words whenever n is odd! Similarly, we can use [2] = A2 to see that it is the set of all even

integers. Thus:

[1] = {n ∈ Z : n is odd } and [2] = {n ∈ Z : n is even }

And the equivalence relation creates the partition {[1], [2]}.

0.4 Functions

Functions map one nonempty set to another. We say f is a function from set A to set B

(denoted f : A → B) if it matches every a ∈ A with a uniquely defined f(a) ∈ B. The

uniqueness only means that there cannot be two different answers to f(a) when a specific

a ∈ A is selected; it does not however prevent two different elements in A from having the

same answer; that is, for a, c ∈ A it is possible to have f(a) = f(c). A is called the domain

of the function (dom(f)), and the set f(A) = {b ∈ B : f(a) = b for some a ∈ A} is called

the range or image of f .
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Example 0.14 Consider the sets A = {0, 1, 2, 3} and B = {x, y, z, w, u, v}. Suppose we define:

f(0) = z, f(1) = x, f(2) = w, and f(3) = x

Then each element of A has a uniquely defined element, determined by f , as its image.
There is only one answer for each of f(0), f(1), f(2), and f(3). Notice that f(1) = f(3),
which is not prohibited by the definition. Also we do not require that each element of B
occur as an answer.

Definition 0.15 Let A and B denote nonempty sets, and f is a function
from A to B, f : A→ B.

(i) If for all a, c ∈ A with a 6= c, we must have f(a) 6= f(c), then we
say

f is one to one (or injective).
(ii) If for every b ∈ B there exists a ∈ A with f(a) = b, then we say

f is onto (or surjective).
(iii) If f is both injective and surjective, we say that f is bijective

(or f is a bijection).

In many cases the strategy for proving that a function is one to one uses the contrapositive

of the statement in (i). Thus we assume that f(a) = f(c) for some a, c ∈ A and prove that

a = c. Looking back at Example 0.14, we notice that f is not one to one, since f(1) = f(3).

Also f is not onto, since there is no element of A that maps to y.

Theorem 0.16

Let A and B be nonempty sets.

(i) |A| = |B| if and only if there exists a bijection f : A→ B.
(ii) If A and B are finite sets and |A| = |B|, then any injective

function f : A→ B is also surjective.
(iii) If A and B are finite sets and |A| = |B|, then any surjective

function f : A→ B is also injective.
(iv) If A and B are finite sets, |A| = |B|, and A ⊆ B, then A = B.

The next example relies on the fact that every integer is either even (of the form 2k) or

odd (of the form 2k + 1), but cannot be both at the same time.
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Example 0.17 Consider the natural numbers N and integers Z. Define f : N→ Z by

f(x) =

{
n if x = 2n,

−n if x = 2n+ 1

For each natural number x, x is either even or odd, and thus can be written as either 2n
or 2n+ 1 for some nonnegative integer n. Thus f(x) is defined for each x ∈ N. As x cannot
be both even and odd, nor can we have x = 2n and x = 2m unless n = m, the answer f(x)
is uniquely defined and f is a function.

But also if we had x, z ∈ N with f(x) = f(z) = n, then x = 2n and z = 2n, and so x = z.
Similarly, if x, z ∈ N with f(x) = f(z) = −n, then x = 2n+ 1 and z = 2n+ 1, and so x = z
again. Thus f is one to one (injective).

Now suppose we had any integer k ∈ Z. If k = 0, then as 1 = 2(0) + 1 we have f(1) = 0.
If k > 0, then 2k ∈ N so that f(2k) = k. And finally, if k < 0, then −k > 0, and so
2(−k) + 1 ∈ N, giving us f(2(−k) + 1) = −(−k) = k. Thus for any k ∈ Z we found n ∈ N
with f(n) = k, and f is surjective.

Hence we know that f is a bijection, and so we can conclude that |N| = |Z|, which is not

an obvious conclusion since N ⊂ Z!

For two functions f : A → B and g : B → C we can define g ◦ f : A → C (g composed

with f) so that for any a ∈ A, (g ◦ f)(a) = g(f(a)). Notice that this definition requires

f(A) ⊆ B, since we cannot calculate g(f(a)) unless f(a) is in the domain of the function g.

The opposite composition f ◦ g can only be defined if g(B) ⊆ A.

We will refer to the next theorem many times. One part of the proof is provided to

illustrate proof techniques.

Theorem 0.18

Suppose A, B, and C are nonempty sets and f, g are functions with f : A → B and
g : B → C.

(i) If f and g are both one to one (injective), then g ◦ f is also
one to one (injective).

(ii) If f and g are both onto (surjective), then g ◦ f is also onto (surjective).
(iii) If f and g are both bijections, then g ◦ f is a bijection.

Proof We will prove (i) of this theorem and leave (ii) and (iii) as exercises at the end of the
chapter.

(i) Suppose we have A, B, and C nonempty sets and f : A → B, g : B → C functions.
Assume that f and g are both one to one (injective). To show g ◦ f is injective, suppose
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there are elements u, v ∈ A with (g ◦ f)(u) = (g ◦ f)(v). Since f is a function, there are
y, z ∈ B with f(u) = y and f(v) = z. Thus (g ◦ f)(u) = g(y) and (g ◦ f)(v) = g(z). By our
assumption we have g(y) = g(z), but g is one to one, so we must have y = z. Now we know
f(u) = f(v), but f is also one to one, which tells us that u = v as needed. Hence g ◦ f is
injective as well. �

If f is a bijective function, we can also define the inverse function f−1 : B → A so that

for every a ∈ A, f−1 (f(a)) = a and for every b ∈ B, f
(
f−1(b)

)
= b. Thus f−1 ◦ f = idA

and f ◦ f−1 = idB , where id stands for the identity function and the subscript is the set it

maps both to and from. For more about functions see [45].

0.5 Some Number Theory Results
You are only expected to be familiar with some basic concepts of number theory, in fact we

have already used one in the previous section, namely that every positive integer is either

even or odd but cannot be both. More about number theory can be found in ([39]).

Theorem 0.19

The Division Algorithm Let n and m be integers. If m 6= 0 then there exist unique integers
q and r so that n = mq + r, where 0 ≤ r < |m|. (|m| refers to the absolute value of m.)

Most of the applications we will see for the Division Algorithm have m > 0 and so we

will be able to simplify 0 ≤ r < |m| to 0 ≤ r < m. If r = 0, that is, n = mq, then m divides

n. We may write m | n to mean m divides n.

Definition 0.20
(i) The positive integer p is prime if p > 1 and the only positive

integers that divide p are 1 and p.
(ii) The positive integer p is composite if there exist integers

x > 1 and y > 1 with p = xy.
(iii) Two integers n,m are relatively prime if no prime evenly divides

both m and n.

Notice that a prime is assumed to be positive, and 1 is not prime.

Theorem 0.21

Every positive integer n > 1 can be factored into a product of powers of distinct prime
factors, n = pk11 p

k2
2 · · · pkss . Each pi is a different prime and s, ki ∈ N. This factorization is

unique up to the order of the factors.
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Theorem 0.22

Suppose p is a prime number and a, b are integers. If p | ab then p | a or p | b.

Theorem 0.23

If integers n,m are relatively prime, then there exist integers x, y so that
nx+my = 1.

Example 0.24 Consider the integer n = 98. We see that the prime number 2 evenly divides

98, as does the prime number 7. As in Theorem 0.21 we can factor 98 = 2 ·72. Also 9 = 32 is

relatively prime to 98, so by Theorem 0.23 there should be integers x, y with 98x+ 9y = 1.

In fact, 98(−1) + 9(11) = 1 using x = −1 and y = 11.

0.6 A Few Results from Linear Algebra

Matrices are only used as examples in this text, but the concept of a vector space becomes

important in Chapter 9. See more about both in ([32]).

Definition 0.25 An n×n matrix A is an array (n rows and n columns)

with n2 entries from a specific set. We write A = [aij ] where the entry

aij is in the ith row and jth column. The set of all n×n matrices whose

entries are from the set B is denoted Mn(B).

Matrix addition and matrix multiplication are defined on the set Mn(B) as long as B is

a set for which addition and multiplication are defined. If A,C ∈ Mn(B) then A+ C = D

where dij = aij + bij for each i and j. However, multiplication is more complicated. If

A,C ∈Mn(B) then AC = S where for each i and j, sij =
∑n
k=1 aik · ckj .

Example 0.26 Consider the 3×3 matrices A and C with entries from Z, that is, A,C ∈M3(Z)
as follows:

A =

 0 −1 2
3 1 0
1 2 2

 C =

 2 1 1
0 −2 1
1 3 2



A+ C =

 0 + 2 −1 + 1 2 + 1
3 + 0 1− 2 0 + 1
1 + 1 2 + 3 2 + 2

 =

 2 0 3
3 −1 1
2 5 4


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AC =

 0(2)− 1(0) + 2(1) 0(1)− 1(−2) + 2(3) 0(1)− 1(1) + 2(2)
3(2) + 1(0) + 0(1) 3(1) + 1(−2) + 0(3) 3(1) + 1(1) + 0(2)
1(2) + 2(0) + 2(1) 1(1) + 2(−2) + 2(3) 1(1) + 2(1) + 2(2)

 =

 2 8 3
6 1 4
4 3 7



Notice in the calculation of AC that the numbers in the parentheses are the same for

each column while the numbers outside of the parentheses are the same in each row! Thus

we find the entry in the ij-position by multiplying the entries of row i of A and the entries

in column j of C, by position. You should find the matrix CA for practice, and verify that

it is not the same as AC.

Definition 0.27 Let V be a nonempty set.

V is a vector space over R if there exist an addition ⊕, and scalar
multiplication ⊗ with the following properties:

(i) For all u, v ∈ V , u⊕ v ∈ V .
(ii) For all u ∈ V and r ∈ R, r ⊗ u ∈ V .
(iii) For all u, v, w ∈ V , u⊕ v = v ⊕ u and (u⊕ v)⊕ w = u⊕ (v ⊕ w).
(iv) There exists an element 0 of V so that for any u ∈ V , u⊕ 0 = u.
(v) For each u ∈ V there is w ∈ V , so that u ⊕ w = w ⊕ u = 0.
(vi) For all u, v ∈ V and r, s ∈ R, (rs)⊗ u = r ⊗ (s⊗ u),

(r + s)⊗ u = (r ⊗ u)⊕ (s⊗ u), and r ⊗ (u⊕ v) = (r ⊗ u)⊕ (r ⊗ v).
(vii) For all u ∈ V , 1⊗ u = u.

Example 0.28 Consider the set of 2× 2 matrices with real number entries, M2(R). We can
use this set as V in the previous definition with the usual addition of matrices as described
after Definition 0.25. For scalar multiplication we define

r

[
a b
c d

]
=

[
ra rb
rc rd

]
where the multiplication inside the matrix is just real number multiplication. It should be
clear that (i), (ii), and (iii) are true. Also in M2(R) we find

0 =

[
0 0
0 0

]
, and 1

[
a b
c d

]
=

[
a b
c d

]
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which make (iv) and (vii) true. By negating each entry of a matrix, it is easy to see how
(v) holds as well. To see that (vi) is true:

(rs)

[
a b
c d

]
=

[
rsa rsb
rsc rsd

]
= r

[
sa sb
sc sd

]

r

([
a b
c d

]
+

[
u v
w z

])
= r

[
a+ u b+ v
c+ w d+ z

]
=

[
ra+ ru rb+ rv
rc+ rw rd+ rz

]

r

[
a b
c d

]
+ r

[
u v
w z

]
=

[
ra rb
rc rd

]
+

[
ru rv
rw rz

]
=

[
ra+ ru rb+ rv
rc+ rw rd+ rz

]
Thus M2(R) is a vector space over R.

Definition 0.29 Let V be a vector space over R.

A subset W ⊆ V is a basis for V if and only if the following are true:

(i) For every u ∈ V , there exists w1, w2, . . ., wk ∈W and r1, r2, . . ., rk ∈ R
so that u = (r1 ⊗ w1)⊕ (r2 ⊗ w2)⊕ · · · ⊕ (rk ⊗ wk) (W spans V).

(ii) For each n ∈ N and w1, w2, . . .,wn distinct elements of W,
if r1, r2, . . ., rn ∈ R with (r1 ⊗ w1)⊕ (r2 ⊗ w2)⊕ · · · ⊕ (rn ⊗ wn) = 0,
then for every i ≤ i ≤ n, ri = 0. (W is independent).

|W | is called the dimension of V.

In the vector space M2(R) (Example 0.28), you should be able to verify that the following

set W is a basis. Thus the dimension of M2(R) is 4.

W =

{[
1 0

0 0

]
,

[
0 1

0 0

]
,

[
0 0

1 0

]
,

[
0 0

0 1

]}
Recall however that while a basis is not unique (other bases could also exist), every basis

will have the same cardinality. For example, another basis for M2(R) is:

B =

{[
1 1

0 0

]
,

[
0 1

0 1

]
,

[
0 0

1 1

]
,

[
1 0

0 1

]}
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People in Mathematics

Julia
Bowman
Robinson

Julia Bowman Robinson (1919−1985) is an

inspirational example of a woman who faced

many difficulties related to her health and

limited opportunities for women in math-

ematics. She never gave up and believed

that women and minority mathematicians

deserved support, which she did her best to

provide. See more about her in [53], [68],

[52], [67], and online at [60] and [1].

Problems with her health began when

she was very young, with scarlet fever fol-

lowed by rheumatic fever. The lasting ef-

fects from this serious medical condition,

including heart surgery and depression, had

an influence on many of her career deci-

sions.

Robinson began her college studies at

San Diego State College, preparing for a

teaching career. Even after her father’s sui-

cide when she was a sophomore, she continued her studies with the support of her aunt and

sister. Transferring to University of California at Berkeley for her senior year as her interest

in mathematics became clear, Robinson was introduced to the ideas of number theory as

well as her husband Raphael Robinson. She began graduate studies in logic, working under

Alfred Tarski at the University of California at Berkeley, and was awarded her PhD in 1948,

her topic closely related to the work of Gödel. She devoted much of her career working on

Hilbert’s Tenth Problem, and it was her work that eventually allowed the final solution. In

1970 a Russian mathematician, Yuri Matijasevic, finally completed the proof, and Robinson

began to receive the recognition she deserved.

Robinson was the first woman elected to the National Academy of Sciences in 1975, and

afterward she was appointed full professor at Berkeley in 1976. She was the first woman

president of the American Mathematical Society in 1982, she was awarded a MacArthur

Foundation Fellowship in 1983, and she was elected to the American Academy of Arts and

Sciences in 1984.

Her legacy lives on with the Julia B. Robinson Fellowship Fund, created by Raphael

Robinson after her death, which provides fellowships for graduate students in mathematics

at the University of California at Berkeley. Also, the Julia Robinson Mathematics Festi-

val is held yearly to encourage students to pursue mathematics while emphasizing that

collaboration and creativity are the keys to success.
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Exercises for Chapter 0

In exercises 1 − 5, list in brackets the elements of each set that is described. If the set is

empty, write ∅ instead.

1. A = {x : x is an integer and −2 < x < 3}
2. B = {x : x is a real number and x2 − 5x = 0}
3. C = {x : x is an integer and 2x− 6 = 2}
4. D = {x : x is a natural number and 3x+ 8 = 5}
5. E = {x : x is a rational number and 4x2 + 1 = 10}

In exercises 6− 13, use the sets A,B,C,D,E described in exercises 1− 5 above to find the

following sets. List in brackets the elements of each set. If the set is empty, write ∅ instead.

6. A ∩B,B ∪ C.

7. C ∪ (A ∩B), ℘(B).

8. C ∩B,B ∪A.

9. A ∪ (C ∩B), ℘(A).

10. C ∩D,B ∪D.

11. C ∪ (D ∩B), ℘(C).

12. E ∩ C,D ∪ E.

13. E ∪ (A ∩B), ℘(E).

In exercises 14 − 21, either prove that the statement is true about arbitrary sets or find a

counterexample with nonempty sets that make it fail.

14. If A ⊆ (B ∪ C) then A ⊆ B or A ⊆ C.

15. If A ⊂ (B ∪ C) then A ⊂ B or A ⊂ C.

16. If A ⊆ (B ∩ C) then A ⊆ B and A ⊆ C.

17. If A ⊂ (B ∩ C) then A ⊂ B and A ⊂ C.

18. If A ∩B ⊂ C then A ⊂ C or B ⊂ C.

19. A ∪ (B ∩ C) = (A ∪B) ∩ (A ∪ C).

20. (A−B) ∪ (B −A) = (A ∪B)− (A ∩B).

21. A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩ C).

In exercises 22− 28, prove the statement using mathematical induction.

22. Prove: For all n ∈ N, 1 + 3 + · · ·+ (2n+ 1) = (n+ 1)2.

23. Prove: For all n ∈ N with n ≥ 2, n2 > n+ 1.

24. Prove: For all n ∈ N with n ≥ 4, n! > n2.
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25. Prove: For all n ∈ N, (2n+ 1) + (2n+ 3) + · · ·+ (2n+ (2n− 1)) = 3(n2).

26. Prove: For all n ∈ N, 13 + 23 + · · ·+ n3 = n2(n+1)2

4 .

27. Prove: For all n ∈ N, 4 evenly divides 32n−1 + 1.

28. Prove: For all n ∈ N, 1(1!) + 2(2!) + · · ·+ n(n!) = (n+ 1)!− 1.

In exercises 29−38, for each relation ∼ given, either prove that ∼ is an equivalence relation

or find a counterexample showing it fails. If ∼ is an equivalence relation, determine the

equivalence classes.

29. Define ∼ on Z by a ∼ b if and only if a− b = 3n for some n ∈ Z.

30. Define ∼ on Z by a ∼ b if and only if a = 2b.

31. Define ∼ on Z by a ∼ b if and only if a+ b > 0.

32. Define ∼ on R by x ∼ y if and only if x2 = y2.

33. Define ∼ on R by x ∼ y if and only if x2 + y2 = 1.

34. Define ∼ on Z× N by (m,n) ∼ (u, v) if and only if mv = nu.

35. Define ∼ on Z× N by (m,n) ∼ (u, v) if and only if mu = nv.

36. Define ∼ on the set Z× N by (m,n) ∼ (u, v) if and only if m = u.

37. Define ∼ on R by x ∼ y if and only if x− y ∈ Z.

38. Define ∼ on N by m ∼ n if and only if m evenly divides n.

Determine if any function in exercises 39 − 45 is injective, surjective, or bijective. Prove

your answers. Remember that elements of Q are of the form a
b where a, b ∈ Z and b 6= 0.

39. g : Z→ Z, where g(x) = |x|. (|x| means the absolute value of x.)

40. r : Z→ Z, where r(x) = 7x.

41. t : Q→ Q, where t(x) = 5x− 3.

42. h : Z→ Z, where h(x) = 2x− 5.

43. k : N→ N, where k(x) = x2 + x.

44. f : Q→ Z, where f
(
a
b

)
= a− b. Note that a

b is written in lowest terms in order to be

sure f is a function!

45. s : Q → Z, where s
(
a
b

)
= ab. Note that a

b is written in lowest terms in order to be

sure s is a function!

In exercises 46− 50, prove the statement about functions.

46. Suppose X is a nonempty set with subsets A and B, and f is a function with f : X →
X. If f is injective then f(A) ∩ f(B) = f(A ∩B).

47. If f and g are functions with f : A→ B, g : B → C and g ◦ f is surjective, then g is

surjective.
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48. If f and g are functions with f : A→ B, g : B → C and g, f are both surjective, then

g ◦ f is surjective.

49. If f and g are functions with f : A→ B, g : B → C and g, f are both bijections, then

g ◦ f is a bijection.

50. The function f : Z→ E defined by f(x) =

{
4x if x ≥ 0

−4x− 2 if x < 0
is injective.

In exercises 51 − 61, use the following matrices A, B, C, D, E to compute the indicated

matrix.

A =

 3 −1 2

0 4 −2

1 1 0

 B =

 1
2 −1 0

2 −2
3 1

2 −3 −1

 C =

 1 1
3 −1

−1 0 4
3
4 0 1


D =

 0 2
5 2

1 1 1
2

3
4 −1 0

 E =

 2 2 2

3 1 1
1
2 0 −1



51. A+ C

52. B + 2C

53. AB and BA

54. BC and CB

55. (AB) + (AC)

56. C −D
57. 3E − 2C

58. CD and DC

59. DE and ED

60. (AD) + (BC)

61. E(2A+D)



Chapter 1
Groups

We all look for structure in our world, from the simplest gestures to the complexities

of the universe. In each field of mathematics, such as logic, algebra, geometry, analysis, or

topology, there is a particular type of structure under discussion. Each subject includes def-

initions and theorems for objects, sub-objects, similarity of objects, and functions between

objects. In modern algebra the objects in question are groups, rings, and fields; that is,

nonempty sets with special operations.

1.1 Operations

Operations are familiar to everyone, even if the word operation is not. We use operations

such as addition, multiplication, and exponentiation every day. For mathematical precision

we first define an operation on a set.

Definition 1.1 Let A denote a nonempty set.

An operation on A is a function f : A×A→ A.

Saying thatf : A×A→ A is a function is equivalent to:
(i) For every pair (a, b) ∈ A×A, f(a, b) is uniquely defined, and

(ii) For every pair (a, b) ∈ A×A, f(a, b) is an element of A.

This definition is for a binary operation, since it uses two elements from A to determine

the answer. There are similar definitions for n-ary operations, but we will not consider them

here.
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Example 1.2 The most familiar examples of operations are addition, subtraction, and mul-
tiplication on the set of integers, Z. We can write addition as a function + : Z × Z → Z
with +(a, b) = c, as described in Definition 1.1; however, this notation is not intuitive, so
we use the standard notation a+ b = c in its place.

The function + forms an operation on Z, since we can always add two integers, and when
added only one answer can occur for each pair, that is, a + b is uniquely defined for any
integers a and b, and the sum of two integers always yields an integer.

Subtraction and multiplication are operations on Z as well, but division fails to be an

operation since for the integers a = 1 and b = 0, there is no integer answer to a÷b. If instead

we used the rational or real numbers, division still does not make an operation using the

same two elements a and b. Is there a set on which usual division is an operation?

It is critical that we always mention the set and operation together. Having a rule that

defines an operation on one set does not guarantee that it will still be an operation if the

set is changed.

Example 1.3 Although subtraction is an operation on Z, it is NOT an operation on N. Both

3 and 7 are elements of N, but 3− 7 is not, violating (ii) of the definition.

To denote a set and an operation together, such as the set of integers Z with addition,

we often write (Z,+).

Example 1.4 Consider each of the following pairs and determine if the function (as usually
defined) is an operation on the set. Note that R+ is the set of positive real numbers in (c)
and · denotes multiplication of matrices in (b).

(a) (Z, exponentiation)
(b) (M2(R), ·)
(c) (R+, exponentiation)

An operation does not have to be defined on a set of numbers; it is simply a rule defined

on a set. The set could be the students in a specific room at a specific time, or the set of hairs

on your head at a given moment. It can be dangerous to rely on the intuitive operation of

addition on the integers to drive your understanding or beliefs about operations, since there

will be properties we discuss that do not hold in the integers with addition. The following

example gives a set whose elements are specific names, and an operation between them, to

illustrate this idea.
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Example 1.5 Consider A = {John, Sue, Pam,Henry} with f : A×A→ A defined by:

f(Pam,Henry) = Sue f(Henry, Pam) = Sue
f(x, John) = John for all x ∈ A f(John, x) = John for all x ∈ A
f(x, Sue) = x for all x ∈ A f(Sue, x) = x for all x ∈ A
f(x, x) = x for all x ∈ A

It is often convenient to display the results of an operation in a Cayley table , a table
showing the elements of the set as column and row headings and the result of the operation
in the interior of the table. This is named for the mathematician Arthur Cayley (see [25]).
The Cayley table for our operation is shown here. Notice that f(Henry, Sue) is found in
the last row (labeled Henry on the left) and second column (labeled Sue at the top), telling
us f(Henry, Sue) = Henry.

f John Sue Pam Henry
John John John John John
Sue John Sue Pam Henry
Pam John Pam Pam Sue
Henry John Henry Sue Henry

Some properties can be so familiar we never expect them to fail, but our operations

need not be defined on sets of numbers, so we must carefully define the properties we are

interested in, that is, desirable structure and patterns.

Notation:

Suppose we have a nonempty set A, and an operation ∗ defined on A. Instead of writing

∗(a, b) we will use the more standard notation of a ∗ b, later shortening it to simply ab with

the understanding that the operation is not necessarily usual multiplication.

The next definition describes many familiar properties of addition on the set of integers.

However, some of these properties may not hold for another operation or on a different set.

The terms defined here are among the most commonly misspelled words in modern algebra,

so write them carefully!

Definition 1.6 Let A be a nonempty set and ∗ an operation on A.

(i) ∗ is commutative on A if a ∗ b = b ∗ a for every a, b ∈ A.
(ii) ∗ is associative on A if (a ∗ b) ∗ c = a ∗ (b ∗ c) for every a, b, c ∈ A.
(iii) A contains an identity for ∗ if there exists some e ∈ A for which

a ∗ e = a and e ∗ a = a for all a ∈ A.
(iv) An element a ∈ A has an inverse in A under ∗ if there is some

b ∈ A for which a ∗ b = e and b ∗ a = e (where e is the identity).
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To show that an operation fails to have a property, there must be at least one instance

where the property fails, as we found in Example 1.3. The technique of using counterex-

amples is as important to learn as the proper methods of proof. A counterexample is the

most common way that a conjecture is shown to fail in mathematical research. The notion

of testing a conjecture, to decide if there is evidence that it is true, can help minimize the

frustration of trying to prove a false conjecture.

Addition and multiplication on the integers are associative and commutative operations,

as most students learn in grade school mathematics. However, subtraction is not associative

on Z. Consider the counterexample with a = 1, b = 2, and c = 3:

(a ∗ b) ∗ c = (1− 2)− 3 = −1− 3 = −4

a ∗ (b ∗ c) = 1− (2− 3) = 1− (−1) = 2

Thus for these values we have (a∗b)∗c 6= a∗(b∗c), and so we have shown that subtraction

is not associative on Z.

Example 1.7 Even though usual addition is associative on Z+, the positive integers, there is

no identity for this operation. In order to have an identity, there would need to be e ∈ Z+

for which e + x = x for all x ∈ Z+. However, e + 2 cannot equal 2 under usual addition

unless e = 0, and 0 is not a member of Z+.

When it is shown that there is no identity for an operation on a set A, then the question

of inverses cannot even be discussed. Thus if property (iii) fails for an operation, then (iv)

is not applicable. Even if an identity exists, there is no guarantee there will be inverses for

any elements of the set. Usual multiplication in the integers, Z, is associative and has 1 as

its identity. In order for 2 to have an inverse, we would need an integer x with 2x = 1, but

no such integer exists. (Only two integers have inverses under multiplication. Which ones?)

Most of the operations in this section have been “usual” in the sense that you have seen

them for many years and hence know most of the basic properties they have. Consider now

the operation defined in Example 1.5 and the properties of Definition 1.6.

Example 1.8 Associativity is often the hardest property to verify for an unusual operation. If
no specific formula is given, or we are not dealing with numbers, then the only way to prove
associativity, is to check every combination of elements a, b, c. This can be time consuming
as the size of the set increases. Using the set A in Example 1.5, we would have forty-three
possible equations to test, since each of a, b, or c has four choices. Some shortcuts can help
in this situation. We will use a ∗ b to denote the operation instead of f(a, b) for the rest of
this example to make the notation easier to read.
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If John is in any position, the answer must be John. To see why recall that John ∗ x =
John and x ∗ John = John for any x ∈ A. Thus for any x, y ∈ A we have:

(x ∗ John) ∗ y = John ∗ y = John x ∗ (John ∗ y) = x ∗ John = John
(John ∗ x) ∗ y = John ∗ y = John x ∗ (y ∗ John) = x ∗ John = John
John ∗ (x ∗ y) = John (x ∗ y) ∗ John = John

Also, if all three are the same, then knowing x ∗x = x for any x ∈ A tells us (x ∗x) ∗x =
x ∗ x = x and x ∗ (x ∗ x) = x ∗ x = x.

When one of the three is Sue, the answer seems to just ignore Sue, and so:

(Sue ∗ x) ∗ y = x ∗ y Sue ∗ (x ∗ y) = x ∗ y
(x ∗ Sue) ∗ y = x ∗ y x ∗ (Sue ∗ y) = x ∗ y
(x ∗ y) ∗ Sue = x ∗ y x ∗ (y ∗ Sue) = x ∗ y

The final cases to check involve only Pam and Henry, which leaves six of them. We must
determine if:

(Pam ∗ Pam) ∗Henry = Pam ∗ (Pam ∗Henry)
(Pam ∗Henry) ∗ Pam = Pam ∗ (Henry ∗ Pam)
(Pam ∗Henry) ∗Henry = Pam ∗ (Henry ∗Henry)
(Henry ∗ Pam) ∗Henry = Henry ∗ (Pam ∗Henry)
(Henry ∗Henry) ∗ Pam = Henry ∗ (Henry ∗ Pam)
(Henry ∗ Pam) ∗ Pam = Henry ∗ (Pam ∗ Pam)

You will be asked to check these in an exercise at the end of the chapter. An advantage

to writing out every possible combination is that a counterexample is automatically found

if the operation is not associative. Is ∗ commutative? There is an identity in A (what is it?).

Do all of the elements have inverses in A under ∗? Look for these questions as exercises at

the end of the chapter as well.

If a formula is given for an operation on a set of numbers, then algebraic rules can be used

to check for associativity. However, if the operation is not associative, then a counterexample

must still be produced.

Example 1.9 Consider the set of rational numbers Q with the rule x ∗ y = x+y
2 where +

is usual addition and division by 2 is also as usual in Q. You should verify that ∗ is an
operation on Q, and that ∗ is commutative. To determine if ∗ is associative on Q, we use
algebraic manipulation:

(x ∗ y) ∗ z =

(
x+ y

2

)
∗ z =

(
x+y
2

)
+ z

2
=
x+ y + 2z

4
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x ∗ (y ∗ z) = x ∗
(
y + z

2

)
=
x ∗
(
y+z
2

)
2

=
2x+ y + z

4

This seems to imply that the two are not equal, but it depends on the values of x, y, z, so

we give one specific counterexample. Let x = 1, y = 2, and z = 3, which gives (x∗y)∗z = 9
4

and x ∗ (y ∗ z) = 7
4 . Hence ∗ is not associative on Q. Is there an identity for ∗? If so, do any

of the elements have inverses?

1.2 Groups

Once we have an operation on a nonempty set, we then choose which properties we require

to define our mathematical structure.

Definition 1.10 Suppose G is a nonempty set and ∗ is an operation
on G.

(G, ∗) is a group (or G is a group under ∗) if it satisfies:

(i) ∗ is associative on G.
(ii) G contains an identity for ∗.
(iii) Every element of G has an inverse under ∗, which is also in G.

If ∗ is also commutative, then we say that (G,∗ ) is an abelian group.

Note: From Chapter 0, we write |G| to denote the cardinality of G.

Will addition on the sets Z, Q, R, and M2(R) create abelian groups? What about the

operation of multiplication?

Example 1.11 Consider usual multiplication on the set N. For a, b ∈ N we have ab ∈ N, and
there is a unique answer for ab. Thus we have an operation on N. Do we have a group?

Since we know usual multiplication is associative on integers, and N ⊆ Z, then multipli-

cation is associative on N. Is there an identity in N, that is. an element e ∈ N with ex = x

and xe = x for every x ∈ N? Yes, the number 1! We have 1 ∈ N, and 1x = x = x1 for

every x ∈ N. Thus there exists an identity in N for multiplication. The final hurdle is to

see if every element of N has an inverse under multiplication which is in N. Here is the

unfortunate failure, as 2 ∈ N, but there is no x ∈ N with 2x = 1. So (N, ·) fails to be a

group.

However, do not immediately dismiss multiplication from any consideration; as we have

said before, the set you are working on makes a big difference.
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Example 1.12 Consider usual multiplication on the set Q+ (only the positive rational num-
bers). For a, b ∈ Q+ we have ab ∈ Q+, and there is a unique answer for ab. Thus we have
an operation on Q+.

As we know usual multiplication is associative on Q, and Q+ ⊆ Q then multiplication

is associative on Q+. Is there an identity in Q+, that is, an element e ∈ Q+ with ex = x

and xe = x for every x ∈ Q+? Yes, the number 1! We have 1 ∈ Q+, and 1x = x = x1

for every x ∈ Q+. Thus there exists an identity in Q+ for multiplication. Finally, consider

an arbitrary element of Q+, x. Since x ∈ Q, x can be written as x = a
b where a and b are

integers and b 6= 0. We know x 6= 0, so we have a 6= 0 as well; thus y = b
a is also in Q. By

x > 0, a and b must have the same sign, so y > 0 as well and y ∈ Q+ with xy = 1 = yx.

Thus x has an inverse under multiplication, and since x was arbitrary, every element of Q+

has a multiplicative inverse which is also in Q+. Therefore, (Q+, ·) is a group.

Another way to create a group whose elements are not just numbers, is to use functions

as elements. In the next example notice that the addition defined between two functions

again creates a function.

Example 1.13 Define =(R) to be the set of all functions of the form f : R → R. For the

operation on =(R), we use addition of functions; thus for f, g ∈ =(R) the function f + g

is defined by (f + g)(x) = f(x) + g(x) for all x in R. You will be asked to verify that this

forms a group in an exercise at the end of the chapter.

We are now ready to prove a theorem about arbitrary groups, which is also one of the

most important.

Theorem 1.14

Suppose G is a group under the operation ∗.

(i) There is exactly one element in G that has the property of an identity.
(ii) For each element a ∈ G there is exactly one element of G that satisfies the

property of the inverse of a.

Proof Assume G is a group under the operation ∗.
(i) Since G is a group we know there exists an element of G that satisfies the property

of an identity, call it e. Suppose that another element of G, u, also satisfies the property of
an identity. We need to show that e = u. Consider the element e ∗ u which must be in G.
Since e is an identity e ∗ u = u. Similarly, by u an identity e ∗ u = e, so e = e ∗ u = u, or
e = u as we wanted to show. Thus exactly one element of G is an identity, and we call it
the identity of G and denote it by eG.
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(ii) Let a ∈ G. As G is a group there exists some b ∈ G with a ∗ b = eG = b ∗ a. Suppose
there is another element c ∈ G with a∗c = eG = c∗a. We need to show that b = c. Consider
the element b ∗ (a ∗ c) in G. As a ∗ c = eG then b ∗ (a ∗ c) = b ∗ eG = b. Also b ∗ a = eG, so
(b ∗ a) ∗ c = eG ∗ c = c. But by associativity, b ∗ (a ∗ c) = (b ∗ a) ∗ c, thus b = c as needed.
Therefore, there is exactly one inverse in G for a, which we denote as a−1. �

1.3 Modular Arithmetic

A special collection of groups will frequently be used and are often referred to as clock

groups. These groups can be defined in terms of equivalence classes of integers (we will

see that connection in Chapter 3), or as moving around a clock, but we will take a more

arithmetical approach. The operations on these sets involve modular arithmetic.

Definition 1.15 Let n denote an integer with n > 1 and a any integer.

a(modn) is the nonnegative remainder less than n, found when
a is divided by n.

Example 1.16 Notice 7(mod2) = 1 since 7 = (2)(3)+1, and −14(mod3) = 1 since −14 =

(3)(−5) + 1. We would not use −14 = 3(−4) − 2 since the remainder, by definition, must

be nonnegative.

Let Zn = {0, 1, 2, . . . , n − 1} (called the integers modulo n). Define the operation

addition modulo n , denoted +n, on Z by a +n b = (a + b)(modn). To prove Zn is a

group, we must first assure ourselves that +n is an operation on our set. For any a, b ∈ Zn,

a + b is uniquely defined from usual addition in Z; thus (a + b)(modn) is again uniquely

defined since there will always be a unique nonnegative remainder when dividing by n

(Theorem 0.19). Thus a +n b is also uniquely defined. Since we are dividing by n and

requiring a nonnegative answer less than n, a+n b must be in Zn. Hence +n is an operation

on Zn. The Cayley table for (Z4,+4) follows to illustrate our operation.

+4 0 1 2 3

0 0 1 2 3

1 1 2 3 0

2 2 3 0 1

3 3 0 1 2

For each n, 0 is the identity, 0 is its own inverse, and the inverse of a nonzero element a

is n− a since n(modn) = 0. Associativity, however, is more involved.
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Assume we have a, b, c ∈ Zn. We need to show that a+n (b+n c) = (a+n b) +n c. With

usual addition on Z and Theorem 0.19, we can write a + b = xn + y with 0 ≤ y < n for

some x, y ∈ Z. Thus we have a+n b = y. Similarly, y + c = sn+ t with 0 ≤ t < n for some

s, t ∈ Z, and y +n c = t. Therefore, (a+n b) +n c = t.

We can also find u, v ∈ Z with b + c = un + v and 0 ≤ v < n, as well as q, r ∈ Z with

a + v = qn + r and 0 ≤ r < n. Thus a +n (b +n c) = r. To see why t = r, consider the

following equations and the fact that usual addition is both commutative and associative

on Z:

(a+ b) + c = (xn+ y) + c = xn+ (y + c) = xn+ (sn+ t) = (x+ s)n+ t

a+ (b+ c) = a+ (un+ v) = un+ (a+ v) = un+ (qn+ r) = (u+ q)n+ r

Thus ((a + b) + c)(modn) = t, and (a + (b + c))(modn) = r. But we already know in

Z (a + b) + c = a + (b + c), and (a + b + c)(modn) is uniquely defined, so t = r. Hence

a+n (b+n c) = (a+ b+ c)(modn) = (a+n b) +n c, and +n is associative.

We now know (Zn, +n) is a group for each n > 1. In fact, the definition of +n shows it is

an abelian group as well, since a+ b = b+a under usual addition. These groups will be very

useful examples throughout the text, so we include the result just proven as a theorem.

Theorem 1.17

For every n > 1, Zn = {0, 1, . . . , n− 1} is an abelian group under the operation of +n.

After using the operation +n (n > 1) on Zn, it seems natural to ask if we can have a

similar operation of multiplication modulo n on Zn.

Define multiplication modulo n , denoted ·n, on Z by a ·n b = (ab)(modn). Thus a ·n b
is the nonnegative remainder less than n after the product ab is divided by n.

Now we ask if this is an operation on the set Zn. In fact, the answer is always no when

using the set {0, 1, 2, . . . , n− 1} and ·n. Notice that for n > 1, 0 will never have an inverse

under multiplication as a ·n 0 6= 1 for all a ∈ Zn. The question of which elements will have

an inverse this way gives rise to the next definition.

Definition 1.18 Let n > 1 and x ∈ Zn.

The element is x unit under ·n if there is y ∈ Zn for which x ·n y = 1.
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Example 1.19 In Z8, 1 ·8 1 = 1, 3 ·8 3 = 1, 5 ·8 5 = 1, and 7 ·8 7 = 1. However, there is no
solution to 2 ·8 x = 1, 4 ·8 x = 1, or 6 ·8 x = 1. Thus 1, 3, 5, and 7 are the units in Z8.

When we create the Cayley table for the units in Z8 under ·8 we find a group. The
identity is 1 and 1−1 = 1, 3−1 = 3, 5−1 = 5, and 7−1 = 7. (We will prove associativity soon.)

·8 1 3 5 7
1 1 3 5 7
3 3 1 7 5
5 5 7 1 3
7 7 5 3 1

Be sure you can find all units in Z9 for practice.

Definition 1.20 Let n be a natural number, n > 1.

U(n) is the set of all units in Zn under ·n.

Theorem 1.21

For each natural number n > 1, U(n) is an abelian group under ·n.

Proof Let n denote a natural number, n > 1. To show that U(n) is a group under ·n we use
Definition 1.10. First, it should be clear that 1 will always be a unit, and thus U(n) 6= ∅. It
is easier to prove that ·n is associative and commutative on Zn first, to help us prove that
U(n) is a group. Theorem 0.19 is used frequently in the proof of associativity, but it is not
referenced each time.

Consider three elements x, y, z ∈ Zn. We need to prove that x ·n (y ·n z) = (x ·n y) ·n z.
Using Theorem 0.19 we can write yz = nk + r for some k, r ∈ Z and 0 ≤ r < n. Similarly,
xr = nq + s for some q, s ∈ Z and 0 ≤ s < n. Thus x ·n (y ·n z) = x ·n r = s.

Again, using Theorem 0.19 we can write xy = nt+m for some t,m ∈ Z and 0 ≤ m < n.
Similarly, mz = nw+ u for some w, u ∈ Z and 0 ≤ u < n. Thus (x ·n y) ·n z = m ·n z = u. If
we can show that s = u we will know that x ·n (y ·n z) = (x ·n y) ·n z. Consider the following
equations using addition and multiplication in Z:

x(yz) = x(nk + r) = xnk + xr = xnk + nq + s = n(xk + q) + s
(xy)z = (nt+m)z = ntz +mz = ntz + nw + u = n(tz + w) + u.

Thus [x(yz)](modn) = s and [(xy)z](modn) = u. In Z, x(yz) = (xy)z, so s = u as we
needed to show. Therefore, x ·n (y ·n z) = (x ·n y) ·n z, proving associativity.
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Using similar steps it is easy to show that ·n is commutative, since xy = yx in the
integers. You should write out the steps for practice.

Now we must show that ·n is an operation on the set U(n). The key is to know that the
product of two units is again a unit, as ·n is clearly well-defined. Let x, y ∈ U(n). Thus
we have a, b ∈ Zn with x ·n a = 1 and y ·n b = 1. Using associativity and commutativity
of multiplication in Zn, the following calculation shows that x ·n y is also a unit, and so
x ·n y ∈ U(n).

(x ·n y) ·n (a ·n b) = (x ·n a) ·n (y ·n b) = (1 ·n 1) = 1

Therefore ·n is an operation on the set U(n).

It should be clear that since 1 ·n x = x for every x ∈ Zn, 1 is the identity for the set
U(n). Finally, we must show that the inverse of a unit is also a unit, a very simple task.
If x ∈ U(n) then there is y ∈ Zn with x ·n y = 1. But using commutativity of ·n we have
y ·n x = 1, or y is a unit, so y = x−1 and x−1 ∈ U(n).

Therefore, U(n) is a group and so, as ·n is commutative, U(n) is an abelian group. �

The most difficult part of working with U(n) is finding its elements; for example, how

do we know which elements in Z38 are units?

Theorem 1.22

For each n > 1, the group U(n) consists of the nonzero elements of Zn, which are
relatively prime to n (Definition 0.20).

Proof Let n > 1. Define S = {k ∈ Zn: k 6= 0, k relatively prime to n}. We will show that
S = U(n), by subsets. Let x ∈ U(n). We must show that x ∈ S. Since x ∈ U(n), then there
is y ∈ Zn with x ·n y = 1. If x = 0, no such y can exist, since 0 ·n y = 0 for every y ∈ Zn.
Thus x 6= 0.

Suppose now that x has common prime factor p with n, say n = pb and x = pc where b, c
are positive integers less than n. Then the following equation under usual multiplication in
Z shows us b ·n x = 0.

bx = b(pc) = (bp)c = (pb)c = nc

But we have x ·ny = 1, so multiplying by b gives us b ·n (x ·ny) = b. However, (b ·nx) ·ny =
0 ·n y = 0. This contradicts the fact that b > 0. Thus x cannot have a common prime factor
with n, so x ∈ S and U(n) ⊆ S.
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Suppose that k ∈ S, then 0 < k < n, and k is relatively prime to n. By Theorem 0.23
there are integers a, b with an + bk = 1. Thus bk = −an + 1, so (bk)(modn) = 1. Let
b(modn) = z, then (bk)(modn) = b(modn) ·n k, so z ·n k = 1 and k ∈ U(n). Hence S ⊆
U(n) and we have S = U(n).

Thus U(n) is the set of nonzero elements of Zn, which are relatively prime to n. �

Example 1.23 We can now determine the elements of U(38) by knowing that 38 = 2(19).

Thus U(38) contains the elements of Z38 that do not have 2 or 19 as a factor. U(38) =

{1, 3, 5, 7, 9, 11, 13, 15, 17, 21, 23, 25, 27, 29, 31, 33, 35, 37}.

Unlike the Zn, it is not trivial to discover |U(n)|. The formula to find |U(n)| involves a

function called Euler’s Function, denoted by φ, which requires you to know all of the distinct

primes that evenly divide n. We will take without proof the following formula, where Π

refers to a product just as Σ denotes a sum:

φ(n) = n ·
∏

p a prime that
divides n

(
1− 1

p

)

In Example 1.23, φ(38) = 38
(
1− 1

2

) (
1− 1

19

)
= 38

(
1
2

) (
18
19

)
= 18, and we found 18

elements of U(38). This function is important in number theory but will not be investigated

further here; see [39] for more information.

1.4 Algebra in Groups

We will now write ab to mean the result of whatever operation our group uses on the

elements a and b. We drop the use of ∗ to make the equations in theorems and examples

easier to understand, but unless it is specifically stated, you cannot assume this means any

sort of “usual” multiplication. The phrase “G is a group” assumes there is an operation on

G, but does not specify the operation, so we will still write ab to denote the result. The

next two theorems help with algebraic calculations in a group.

Theorem 1.24

Suppose G is a group.

(i) For every a ∈ G, (a−1)−1 = a.
(ii) For every a, b ∈ G, (ab)−1 = b−1a−1.
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Proof Suppose G is a group.

(i) Assume that a ∈ G. As G is a group there is an identity eG ∈ G, and a−1 ∈ G as
well. Since aa−1 = eG and a−1a = eG, then a satisfies the definition as the inverse for the
element a−1. Thus (a−1)−1 = a as needed.

(ii) Assume that a, b ∈ G, then a−1, b−1 ∈ G as well. (ab)(b−1a−1) = a(bb−1)a−1 by
associativity. Using bb−1 = eG, (ab)(b−1a−1) = a(eG)a−1 = aa−1 = eG. Similarly, you
should show that (b−1a−1)(ab) = eG for practice. Thus b−1a−1 is the inverse of ab. Hence
(ab)−1 = b−1a−1. �

Example 1.25 In our group (Z,+) the identity is 0, and for each element a ∈ Z, we have

a−1 = −a. Thus we can say that 3−1 = −3, (−4)−1 = 4, and even 0−1 = 0. It is critical to

know what operation is being used here, since with multiplication on Z, the element 0 does

not have an inverse and 0−1 is undefined. Thus if applying a theorem to a group which uses

addition as its operation, we must be very careful. The previous theorem applied to (Z,+)

would say that (3 + 4)−1 = 4−1 + 3−1 = −4 +−3, that is, 7−1 = −7.

Theorem 1.24 also helps us when we need to solve equations or prove equalities about

arbitrary elements of a group, as in the next example.

Example 1.26 Let G be a group and a, b, c ∈ G. We will show that if c(ab) = a, then
b(a−1c) = a−1.

Assume G is a group, a, b, c ∈ G, and c(ab) = a. Taking the inverse of both sides, we have
(c(ab))−1 = a−1. Now using Theorem 1.24 we can say (ab)−1c−1 = a−1. Using this theorem
again to calculate (ab)−1 = b−1a−1 we can conclude that (b−1a−1)c−1 = a−1. Multiplying
by c on the right of each side gives (b−1a−1)c−1c = a−1c, and then by associativity we have
(b−1a−1)(c−1c) = a−1c. By definition c−1c = eG and (b−1a−1)eG = (b−1a−1), so we now have
(b−1a−1) = a−1c. Multiplying by b on the left of each side gives b(b−1a−1) = b(a−1c), so
using associativity we have (bb−1)a−1 = b(a−1c). Again, we use bb−1 = eG and eGa

−1 = a−1

to conclude a−1 = b(a−1c) as needed.

It is important in algebraic calculations to use the rules that are known to apply and not

to try to use methods from previous experience. In particular the commutative property

cannot be used unless it is somehow known that the group is abelian. In the previous proof

it would have been wrong to multiply by c−1 on the left side in one half of the equation and

on the right side in the other half, such as c−1cab = ac−1.

A theorem that is familiar from our experience with usual operations on the integers is

called The Cancellation Law, and its proof is an exercise at the end of the chapter.
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Theorem 1.27

The Cancellation Law Suppose G is a group and a, b, c ∈ G.

(i) If ab = ac then b = c.
(ii) If ba = ca then b = c.

Notation for exponentiation becomes necessary when repeated algebraic calculations are

involved. In groups, we can define exponentiation only using integer exponents, as shown

next.

Definition 1.28 Let G be a group, a ∈ G, and n ∈ Z.

an =



aa · · · a︸ ︷︷ ︸
n many

if n > 0

eG if n = 0

a−1a−1 · · · a−1︸ ︷︷ ︸
−n many

if n < 0

This notation is for any operation and group, so if we use (Z, +) then the symbol 34 is

interpreted as 3 + 3 + 3 + 3 = 12, and 3−2 denotes −3 + −3 = −6. Do not be fooled into

assuming it is usual exponentiation, which uses the operation of multiplication.

We will frequently need to use some of the standard rules that apply to exponents, as

stated in the next theorem.

Theorem 1.29

Suppose G is a group, a ∈ G, and m,n ∈ Z.

(i) anam = an+m

(ii) (an)m = anm

(iii) a−n = (a−1)n = (an)−1

Our definition of exponents means that we must prove each part of this theorem in cases,
since each of m or n might be positive, negative, or 0. Technically, the positive cases are
proven by two applications of mathematical induction (Theorem 0.4), and then the positive
cases can be used to prove the negative ones. We give a more intuitive “proof” for one
specific situation and leave others for exercises at the end of the chapter.
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Proof Suppose G is a group, a ∈ G, and m,n ∈ Z.

We will consider part (i) in the case when m > 0 and n < 0. Thus using Definition 1.28
we have:

an = a−1a−1 · · · a−1︸ ︷︷ ︸
−n many

and am = aa · · · a︸ ︷︷ ︸
mmany

To multiply an and am we make use of associativity and put the “middle” terms together.

anam = (a−1 · · · a−1)(a · · · a) = a−1 · · · a−1(a−1a)a · · · a

Since a−1a = eG we shorten the list by one a and one a−1. As long as we have both a
and a−1 next to each other to become eG, we continue this process. Thus the process ends
in the smaller of −n or m steps. If −n > m then we are left with:

anam = a−1a−1 · · · a−1︸ ︷︷ ︸
−n−mmany

or

anam = a−(−n−m) = an+m.

Similarly, if m > −n then:

anam = aa · · · a︸ ︷︷ ︸
m−(−n)many

or

anam = am−(−n) = an+m.

Finally, if −n = m, then no a or a−1 is left, so anam = eG = a0 = an+m. Thus we have
shown that anam = an+m. �

With exponentiation we can define the order of a group element. This definition will be

referred to throughout the text.

Definition 1.30 Let G be a group and an element a ∈ G.

If there exists a positive integer n with an = eG, then the
smallest positive n for which an = eG is called the order of a ,
denoted ord(a).

If no positive integer n has an = eG, then we say that a has infinite

order .
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Example 1.31 Let our group be (Z7,+7), and a = 3. Suppose there is n so that 3n = 0.

(3 + 3 + · · ·+ 3)(mod7) = 0 (n many 3s)

Thus we would have 3n(mod7) = 0, and 3n must be evenly divisible by 7 to leave no
remainder. If we use n = 49, then 349 = 0, and also 3−14 = 0. But we must look for
the smallest positive integer which makes 3n evenly divisible by 7, namely n = 7. Hence
ord(3) = 7. In fact every nonzero element of Z7 has order 7 (you should verify this).

In the group (U(7), ·7), 26 = 2 ·7 2 ·7 2 ·7 2 ·7 2 ·7 2 = (64)(mod7) = 1. So is ord(2) = 6?
No, 6 is not the smallest positive integer with 2n = 1, as found by checking earlier powers
of 2. The following calculations show that in fact ord(2) = 3. What are the orders of the
other elements in (U(7), ·7)?

21 = 2 22 = 2 ·7 2 = 4 23 = 2 ·7 2 ·7 2 = 1

Finally, consider the group (Q, +), and let a = 2
3 . To determine the order of a, we

suppose there is a positive integer n with
(
2
3

)n
= 0, since 0 is the identity of this group.

Using addition it means that we are adding 2
3 , n many times and get 0, or ( 2

3 )n = 0.

However, in Q there is no integer other than 0 that can be multiplied by 2
3 to arrive at 0.

Hence 2
3 has infinite order.

Theorem 1.32

Suppose G is a group and a ∈ G with ord(a) = n. For any integer t, at = eG if and only if
n evenly divides t; that is, t = nq for some integer q.

Proof Suppose that G is a group and a ∈ G with ord(a) = n.

(→) Let t be an integer with at = eG. We must show that n evenly divides t. Using
Theorem 0.19 there exist unique integers q and r so that t = nq + r and 0 ≤ r < n.
Now at = anq+r = anqar = (an)qar. But since ord(a) = n we know an = eG, and thus
at = (eG)qar = ar. Since ord(a) = n and 0 ≤ r < n, we must have r = 0, because n is the
least positive integer for which an = eG. Thus t = nq for some integer q; that is, n evenly
divides t.

(←) An exercise at the end of the chapter. �

How is this result useful? Suppose G is a group and a ∈ G. If we need to calculate

a73 in G, knowing ord(a) is a big help. If ord(a) = 11, we know that 73 = 66 + 7, so

a73 = a66a7 = (a11)6a7 = (eG)6a7 = a7. Hence we only needed to compute a7, a much

simpler task. What is a73 if ord(a) = 8 instead?
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1.5 Direct Product of Groups

Another type of group used throughout the text is created from previously discussed groups.

Suppose we have two groups (G, •) and (H,⊕). The symbols • and ⊕ are used for the

operations here to emphasize that they may not be the same. Recall that for any two sets

G and H, G×H is the set of ordered pairs with the first of the pair from G and the second

of the pair from H; that is, G×H = {(u, v) : u ∈ G and v ∈ H}.

Definition 1.33 The set G×H is a group under the operation ∗:

(a, b) ∗ (c, d) = (a • c, b⊕ d)

We call the new group G×H the direct product of G and H.

Notice that the operation previously defined on G×H simply uses the correct operation

for each group to calculate the answer in each coordinate of the pair. ∗ is clearly an operation

since both • and ⊕ are operations on their respective sets. Associativity follows easily, as

well as the existence of an identity and inverses, since they depend only on the original

operations. Thus (eG, eH) is the identity and (u, v)−1 =
(
u−1, v−1

)
in the group G×H.

Example 1.34 If we use the group (Z2,+2) as both G and H in the previous definition,
we can create the group Z2 × Z2 = {(0, 0), (1, 0), (0, 1), (1, 1)}. The Cayley table for the
operation is:

∗ (0, 0) (1, 0) (0, 1) (1, 1)
(0, 0) (0, 0) (1, 0) (0, 1) (1, 1)
(1, 0) (1, 0) (0, 0) (1, 1) (0, 1)
(0, 1) (0, 1) (1, 1) (0, 0) (1, 0)
(1, 1) (1, 1) (0, 1) (1, 0) (0, 0)

The identity is (0,0) and each element has an inverse, as can be seen in the table; for

example, (1, 0)−1 = (1, 0). You should find the other inverses for practice.

Example 1.35 Consider the group Z×Q+, where Z uses addition and Q+ uses multiplication:(
2, 1

3

)4
=
(
2 + 2 + 2 + 2, 1

3 ·
1
3 ·

1
3 ·

1
3

)
=
(
8, 1

81

)
(
2, 1

3

)−4
= (−2− 2− 2− 2, 3 · 3 · 3 · 3) = (−8, 81)(

2, 1
3

)0
= (0, 1)
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People in Mathematics

Niels
Henrik
Abel

Niels Henrik Abel (1802 − 1829) was a Norwegian

mathematician who, despite his tragically short life,

had a strong impact on the subject of modern al-

gebra. His work helped define many ideas in group

theory, and a group that is commutative is now called

abelian in his honor. See more about him in [4], [61],

and [46], and online at [60] and [44].

Abel went away to school at the age of 13, where

he was not the most stellar of students. A new math-

ematics teacher noticed his abilities and began push-

ing him to study more advanced mathematics. At the

time mathematics was not a typical focus, so Abel

frequently read at the public library on his own.

When he began serious study of mathematics,

Abel knew publishing his results was critical for

recognition. He had little money to afford the print-

ing of his major result on solving quintic (degree 5)

polynomials, so he shortened the proof as much as

possible. Thus the proof was difficult to read when sent to Gauss, who would not look at it.

His work was continuously “misplaced” when sent to well-known mathematicians, including

the result Abel considered his most important. It was sent to Cauchy, in Paris, in 1826, but

it was completely forgotten until after his death in 1829.

Most of the work Abel published was in a newly created journal known as Crelle’s

Journal, where he was offered a position as editor. He chose not to take this position, instead

tutoring while continuing his own research. Unfortunately, while in Paris, Abel contracted

tuberculosis and died just two days before a letter arrived with an offer of a professorship

at the University of Berlin.

His work, some that had not been previously known, was finally published in 1839 by

the Norwegian government, and it was edited by the same teacher that had recognized

his mathematical talent when he was young. He is honored in Norway on stamps, coins,

and banknotes, and a crater on the moon was named after him. In 2002 the Abel Prize

was established, similar to the Nobel Prize, but for outstanding mathematics, and is even

awarded in the same place at the University of Oslo.
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Exercises for Chapter 1

Section 1.1 Operations and Their Properties

In exercises 1− 13, a rule, denoted by ∗, is defined by a combination of the usual addition,

multiplication, and division of real numbers. Also |x| denotes absolute value of a number x.

Be sure to notice what set the rule is being defined on! Prove or disprove that the rule is

an operation on the given set.

1. x ∗ y =
√
xy on the integers.

2. x ∗ y = x
y+1 on the real numbers.

3. x ∗ y = xy − 1 on the positive integers.

4. x ∗ y = |x− y| on the positive integers.

5. x ∗ y = |x+ y| on the positive integers.

6. x ∗ y = xy on the positive integers.

7. x ∗ y = 3y − x on the positive integers.

8. x ∗ y = 4x− 2y on the even integers.

9. x ∗ y = xy on the negative integers.

10. x ∗ y = x+ y on the nonzero rational numbers.

11. x ∗ y = x+2
y on the nonzero real numbers.

12. x ∗ y = x+ y + xy on the set R− {−1}.
13. x ∗ y = x

y+1 on the set R− {−1}.

Determine if each operation ∗ in exercises 14−22 is associative, commutative, has an identity,

and if each element has an inverse. Give a proof or counterexample for each property.

14. For x, y ∈ R− {−1}, x ∗ y = x+ y + xy.

15. For a, b ∈ Z, a ∗ b = a2 − b2.

16. For a, b ∈ Z, a ∗ b = a+ 2b− 1.

17. For x, y ∈ Q, x ∗ y =
y

x2 + 3
.

18. For x, y positive integers, x ∗ y = |x+ y|.
19. For x, y even integers, x ∗ y = 4x− 2y.

20. For x, y positive integers, x ∗ y = xy.

21. For the operation defined in Example 1.5 on the set {John, Sue,Henry, Pam}. For

associativity look at Example 1.8.

22. For the operation ∗ defined on the set A = {a, b, c} by the following table.

∗ a b c

a c a b

b a b c

c b c a
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Section 1.2 Groups

23. What does Theorem 1.14 tell us about the entries in the Cayley table of a group?

24. Prove that a set with exactly one element, A = {a}, will always form a group. Be sure

to show that the properties of a group all hold.

25. Suppose a set A has more than one element, and let a ∈ A. Show that the operation

where x ∗ y = a for all x, y ∈ A is not a group. Which properties fail?

26. We can even create groups with games! Consider four cups placed in a square pattern

on a table. If we have a penny in one of the cups, there are four ways we can move it

to another cup: Horizontally, Vertically, Diagonally, or Stay where it is. We will label

them H,V,D, S. To define an operation, consider two movements in a row; that is,

x ∗ y means we first move the penny as x tells us to, then after that move the penny

as y instructs. For example, H ∗V = D, since if we first move it horizontally and then

vertically, altogether we have moved it diagonally. Create the Cayley table for this

group, and identify the identity and the inverse of each element.

27. Prove that the set A =

{[
1 0

0 −1

]
,

[
1 0

0 1

]
,

[
−1 0

0 1

]
,

[
−1 0

0 −1

]}
is a

group under matrix multiplication. Is it abelian?

28. Verify that =(R) is a group using the addition of functions as defined in Example 1.13.

Section 1.3 Modular Arithmetic

In exercises 29− 35, create the Cayley table for the group and identify the inverse of each

element.

29. (Z3,+3)

30. (Z4,+4)

31. (Z8,+8)

32. (Z11,+11)

33. (Z9,+9)

34. (Z6,+6)

35. (Z5,+5)

In exercises 36− 45, find the correct elements of the group and create the Cayley table for

the group.

36. (U(20), ·20)

37. (U(12), ·12)

38. (U(14), ·14)

39. (U(15), ·15)

40. (U(16), ·16)
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41. (U(21), ·21)

42. (U(7), ·7)

43. (U(11), ·11)

44. (U(24), ·24)

45. (U(30), ·30)

46. If we have positive integers n < m, is U(n) ⊆ U(m)? Give a proof or counterexample.

47. What conditions on positive integers n < m, will guarantee U(n) ⊆ U(m)?

48. Determine if the set {1, 3, 5, 7, 9} is a group under the operation ·10.

49. Use Euler’s function to determine the size of the set U(p) for an arbitrary prime p.

50. Prove or disprove: U(p) = Zp − {0} for p prime.

51. Suppose we have n = p2 when p is prime. Is it true that U(n) = Zn − {0, p}? Be sure

to explain why or why not.

52. Using Euler’s function, explain how to find the cardinality of U(pq) when p and q are

distinct primes.

In exercises 53−56, use Euler’s function, to determine the cardinality of the group. Be sure

to show your work.

53. U(55)

54. U(60)

55. U(105)

56. U(231)

Section 1.4 Basic Algebra in Groups

57. Prove the Cancellation Law (Theorem 1.27). Do not use any theorems that occur after

it in the text.

58. Assume G is a group and a ∈ G. Consider a fixed integer k and use PMI (Theorem 0.4)

to prove that for all n ∈ N, anak = an+k. You will need to consider cases here, since

k can be positive, negative, or 0.

59. Prove Theorem 1.29 (ii) for the case of n > 0 and m < 0.

60. Assume G is a group and a ∈ G. Prove by PMI (Theorem 0.4) that for n ∈ N, (an)−1 =

a−n.

61. Suppose G is a group with a, b ∈ G. Prove: If a3 = b, then b = aba−1.

62. Suppose G is a group and a, b ∈ G. Prove by PMI for all n ∈ N, (aba−1)n = abna−1.

Do not assume G is abelian.

63. Suppose G is a group and a, b ∈ G. Prove: If n ∈ N and ord(b) = n, then ord(aba−1) =

n. Use the result of the previous exercise to help.
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In exercises 64− 77, find the order of each element in the group. Be sure to verify you have

the smallest positive n with an = eG.

64. (Z12,+12)

65. (Z7,+7)

66. (Z8,+8)

67. (Z6,+6)

68. (U(21), ·21)

69. (U(20), ·20)

70. (U(7), ·7)

71. (U(12), ·12)

72. (U(14), ·14)

73. (U(16), ·16)

74. (U(15), ·15)

75. (U(11), ·11)

76.
{[

1 0

0 −1

]
,

[
1 0

0 1

]
,

[
−1 0

0 1

]
,

[
−1 0

0 −1

]}
with matrix multiplication.

77. G = {Horizontally, V ertically, Diagonally, Stay} from exercise 26.

78. Complete the proof of Theorem 1.32.

79. Suppose G is a group and a ∈ G. Prove: if ord(a) = 6 then ord(a5) = 6. Do any other

elements a2, a3, a4 have the order of 6? Explain.

80. Suppose G is a group and a ∈ G. Assume a50 = eG but a75 6= eG and a10 6= eG. Find

the order of a, and prove that your answer is correct.

81. Suppose G is a group and a ∈ G with a 6= eG. Prove: If ap = eG for some prime

number p, then ord(a) = p.

82. Suppose G is a group and a ∈ G. Prove: If ord(a) is an even integer, then for any odd

k ∈ Z, ak 6= eG. Would the statement still be true if the words even and odd changed

places,; that is, if ord(a) is odd, then for any even k ∈ Z, does ak 6= eG? Give a brief

justification of your answer.

Section 1.5 Direct Product of Groups

In exercises 83-87, find the elements of the cartesian product and create the Cayley table

for the group. Identify the inverse of each element.

83. Z5 × Z2 with +5 in the first coordinate and +2 in the second.

84. U(5)× Z2 with ·5 in the first coordinate and +2 in the second.

85. Z3 × Z3 with +3 in the first coordinate and +3 in the second.

86. U(6)× Z4 with ·6 in the first coordinate and +4 in the second.

87. U(8)× U(6) with ·8 in the first coordinate and ·6 in the second.
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88. Prove: If G and H are abelian groups then the group G×H is also abelian.

89. Find the order of each element in the group Z5 × Z2. Recall that its operation uses

+5 in the first coordinate and +2 in the second.

90. Find the order of each element in the group U(5)×Z2. Recall that its operation uses

·5 in the first coordinate and +2 in the second.

91. Find the order of each element in the group U(6)×Z4. Recall that its operation uses

·6 in the first coordinate and +4 in the second.

92. Find the order of each element in the group U(8) × U(6). Recall that its operation

uses ·8 in the first coordinate and ·6 in the second.

93. Suppose G and H are groups. Prove: If a ∈ G with ord(a) = n and b ∈ H with

ord(b) = n then in the group G×H the element (a, b) has order n.

94. Suppose G and H are groups. Prove: If a ∈ G with ord(a) = m and b ∈ H with

ord(b) = n then in the group G×H the element (a, b)nm = eG×H . (Assume n and m

are natural numbers larger than 1.)

95. Find a counterexample showing that we cannot guarantee ord(a, b) = nm in the

previous exercise. What conditions on n and m would be enough to guarantee it?

Projects for Chapter 1

Project 1.1

Let G denote a group with identity eG, and assume that a, b ∈ G.

Prove:: If ab−1a−1 = b and ab = b−1 then a = eG.

1. Circle all of the logical flaws in the following “proof,” and explain why any circled
step is incorrect. Remember to look at the logic of each step to see if it follows from
the previous steps. A mistake does not make each step following it incorrect.

“Proof”: Assume that G is a group with identity eG and a, b ∈ G. Suppose that
ab−1a−1 = b, and ab = b−1. Multiplying the first equation by a we get a(ab−1a−1) = ba.
Using associativity, and the fact that aa−1 = eG, we now have ab−1 = ba. Thus
b = b−1 by cancellation. Since we assumed ab = b−1 then ab = b. Now ab = eGb, so by
cancellation a = eG, and the proof is complete.

2. Give a correct proof of the previous statement.
3. Again suppose that G denotes a group with identity eG, and assume that a, b ∈ G.

Prove: If (ab)3 = a2 then (ba)2 = a(b−1).
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Project 1.2

Consider a set A with exactly two elements, A = {a, b}. Suppose we have an operation
on A called ∗, with the property that a ∗ a = b.

1. There are exactly eight ways to complete the Cayley table for (A, ∗); show them in
the following tables:

∗ a b
a
b

∗ a b
a
b

∗ a b
a
b

∗ a b
a
b

∗ a b
a
b

∗ a b
a
b

∗ a b
a
b

∗ a b
a
b

2. Which of the previous Cayley tables contain an identity for the operation and which
do not? Be sure to explain why or why not for each.

3. To determine if the operation defined by one of our Cayley tables makes a group, we
need to test whether the operation is associative. Using only the elements a or b, there
are eight expressions of the form x ∗ (y ∗ z) and (x ∗ y) ∗ z. Compute them for any
table that has an identity.

4. For each table that has an identity and is associative, does it give us an operation on
A forming a group? Explain why or why not.

5. If we assume that a ∗ a = a instead of a ∗ a = b, would there be at least one table
defining an operation on A forming a group?
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Project 1.3

• •
A B

Consider two coins, one shown as a larger circle and the other a smaller circle, and
imagine that each is black on the top and white on the bottom. They are on a board at
positions labeled A and B as shown. To keep the coins on the board, we can only exchange
coin positions or flip coins over. This gives rise to eight movements:

I : Don’t change anything S : Switch coin positions
FA : Flip the coin at A FSA : Flip coin at A then Switch coin positions
FB : Flip the coin at B FSB : Flip coin at B then Switch coin positions
FAB : Flip both coins FSAB : Flip both coins then Switch coin positions

Define the set G = {I, FA, FB , FAB , S, FSA, FSB , FSAB} and the operation ∗ on G
where x ∗ y is the movement found by first performing the movement x followed by the
movement y.

For example: If we first flip the coin at B and switch their positions, then the smaller
coin is black in position B, and the larger coin is white in position A as follows in the left
picture. Then while still in that position, flip both coins as shown in the right picture to
see the result.

© •
A B

• ◦
A B

This is the same final position as first flipping over the coin at A then switching positions!
So we have FSB ∗ FAB = FSA.

1. Complete the table for the operation ∗ on the set G. You may assume that ∗ is
associative, since it involves doing three moves in the order they appear, which will
not depend on where the parentheses happen to lie.

∗ I FA FB FAB S FSA FSB FSAB
I I FAB
FA FA I FAB FB FSA S FSAB FSB
FB FA
FAB I
S FSAB

FSA FSB
FSB FSA
FSAB S
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2. Determine the identity of G.
3. Find the inverse for each element of G, showing G is a group under ∗.
4. Determine if G is an abelian group. Either explain how we can tell from the table or

find at least one example of how commutativity fails.

Project 1.4

(This was originally published in PRIMUS; see [37] for more.)

Let G be the set Z× Z3 × Z6 = {(u, v, w) : u ∈ Z, v ∈ Z3, w ∈ Z6}. Define ∗ by:

(u, v, w) ∗ (r, s, t) = (u+ r + c1 + c2, v +3 s, w +6 t) where

c1 =

{
0 v + s < 3

1 v + s ≥ 3
and c2 =

{
0 w + t < 6

1 w + t ≥ 6
.

The numbers c1 and c2 can be thought of as carry the one if the sum gets too large, just
as we carry the one to the next digit when we get to 10 in usual addition. For example:

(−2, 1, 5) ∗ (0, 1, 3) = (−2 + 0 + 0 + 1, 1 +3 1, 5 +6 3) = (−1, 2, 2)

Notice that c1 = 0 since 1 + 1 = 2 is less than 3, and c2 = 1 since 5 + 3 = 8 is larger than
6.

1. Calculate:
(−1, 1, 4) ∗ (−2, 2, 3) =
(2, 0, 2) ∗ (−7, 2, 4) =
(−4, 2, 5) ∗ (2, 2, 5) =
(−3, 1, 2) ∗ (8, 1, 3) =

2. Find the identity of this group.
3. Find the inverses of the elements (2, 1, 2) and (−3, 2, 5).
4. Solve the equation (3, 1, 5) ∗ x = (−3, 2, 4).
5. Is this group abelian? Why or why not?
6. Find the order of the element (−1, 1, 4).
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Project 1.5

(A variation of this was originally published in PRIMUS; see [37] for more.)
Define G = Z× Z4 and the operation ◦2 by:

(a, b) ◦2 (u, v) = (a+ u+ c, b+4 v) where c =

{
0 b+ v < 4

2 b+ v ≥ 4

The number c can be thought of as carry a two if the sum gets too large, just as we carry
the one to the next digit when we get to 10 in usual addition.

This group is denoted Z ◦2 Z4, to remind us that we carry a 2.

1. Calculate:
(−6, 3) ◦2 (2, 3) =
(−1, 2) ◦2 (−2, 1) =
(3, 2)2 = (3, 2) ◦2 (3, 2) =
(−1, 3)3 =

2. Find the identity of this group.
3. Find the inverses of the elements (−6, 2) and (5, 1).
4. Solve the equation (1, 3) ◦2 x = (−3, 2).
5. Is this group abelian? Why or why not?

Project 1.6

Let G be a group with identity eG, and a ∈ G.

1. Circle all of the logical flaws in the following “proof,” and explain why any circled
step is incorrect. Remember to look at the logic of each step to see if it follows from
the previous steps. A mistake does not make each step following it incorrect.

Prove: If ord(a) = 10 then ord(a3) = 10.

“Proof”: Assume G is a group with identity eG, a ∈ G, and that ord(a) = 10. Thus
we know a10 = eG, so we have (a10)3 = eG. By the power rules we know (a3)10 = a13.
But (a3)10 = (a10)3 = eG, and so a13 = eG. Thus the order of a3 must divide 30, and
the divisors of 30 are 1, 3, 5, 10, and 30. We know that a3 6= eG and a5 6= eG, since
ord(a) = 10. Thus the first positive integer with (a3)k = eG, is k = 10. Therefore,
ord(a3) = 10.

2. Write a correct proof for the previous statement.
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Project 1.7

Let G denote a group with identity eG and a ∈ G.

1. Assume that ord(a) = 12. What is the smallest positive integer k with a8k = eG?
What is the order of a8?

2. Again, assume that ord(a) = 12. Find ord(a5), ord(a7), and ord(a9). Can you guess
which values of k between 1 and 12 will have ord(ak) = 12?

3. Now suppose instead that ord(a) = 6 and b ∈ G has b3 = a. What are the possibilities
for ord(b)? Use ord(a) = 6 to rule out all but one of the possiblities.

4. It is often thought that the following statement is true: If ord(a) = n and bk = a, then
ord(b) = nk. But this is actually false in some groups! Let G be the group (Z12,+12),
a = 2 and b = 5. Show that ord(2) = 6, find k with 2 = 5k, and show that ord(5) 6= 6k.

5. Suppose c, d ∈ G, ord(c) = n and ord(d) = k. Prove: If cd = dc, then ord(cd) is a
divisor of nk.



Chapter 2
Subgroups and Homomorphisms

With a basic understanding of the first of our objects, groups, that is. sets and operations

with specific properties, we now consider sub-objects, and functions between those objects.

Together with subgroups, we will look at cyclic subgroups, and homomorphisms will lead us

to isomorphisms, giving us a way to determine how similar our groups are to one another.

The chapter concludes with a discussion of permutation groups, which turn out to tell us

about every group.

2.1 Subgroups

When looking at a familiar group such as (Q,+), it is natural to consider the group (Z,+),

which has Z ⊆ Q with the same operation. Just as we call Z a subset of Q, we now have

the idea of a subgroup.

Definition 2.1 Let G be a group and H a nonempty subset of G.

H is called a subgroup of G if and only if H is also a group using the

same operation that is defined on G.

Example 2.2 As we noticed, Z is a subgroup of Q, since with the same addition + we already

know that (Z,+) is a group. In the same way Z and Q are subgroups of R when all three are

using addition. It is easy to be led astray, however; for example, U(5) is not a subgroup of

Z5, even though {1, 2, 3, 4} ⊆ {0, 1, 2, 3, 4}. U(5) is a group, but not under addition modulo

5, since 1 +5 4 = 0, which is not an element of U(5).
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It will not be necessary to check every property of a group, as we will see in Theorem 2.4.

To understand why some steps will be unnecessary, consider the following example.

Example 2.3 Consider G = M2(R) under matrix addition, and determine if the following
subset H is also a subgroup of G.

H =

{[
a b
a b

]
: a, b ∈ R

}
.

Recall for H to be a group under the operation of G, we must have the following:

• H 6= ∅
• The operation of G is also an operation on H.
• The operation of G is associative on H.
• H contains an identity under the operation of G.
• Every element of H must have an inverse (under the operation of G) that is also in
H.

H is nonempty: Using a = 3 and b = −1 (or any real numbers), we see H 6= ∅:[
3 −1
3 −1

]
∈ H

Remember that with H given in set-builder notation, we always need to find an actual
element that is in the set to know the set is nonempty.

Matrix Addition is an operation on H: We know that addition of matrices is uniquely
defined as it is an operation on G, but to be an operation on H, we must verify that every
answer produced using two elements of H, using this operation, is in H; that is, if x, y ∈ H
then x+ y ∈ H. Suppose x, y ∈ H; then by definition of H, we have real numbers a, b, c, d
as shown.

x =

[
a b
a b

]
y =

[
c d
c d

]
Using matrix addition we compute x+ y next.

x+ y =

[
a b
a b

]
+

[
c d
c d

]
=

[
a+ c b+ d
a+ c b+ d

]
As a + b and c + d are real numbers then x + y ∈ H. When for each x, y ∈ H we have

x+ y ∈ H, we say that H is closed under addition .

Matrix Addition is associative: Since we have not changed the operation, and G is a
group, we know that addition must continue to be associative. Any elements used from H
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are still in G, so the associativity of the operation cannot change.

There is an identity in H under addition: The identity of G is also in H (a = 0 and
b = 0), and is also the identity of H since for any any x ∈ H:

x+

[
0 0
0 0

]
= x

[
0 0
0 0

]
+ x = x

Every element of H has an inverse in H: Because G is a group, there is an inverse for
any element of H; however, the inverse might not be in H. Thus we need to show that if
x ∈ H then x−1 ∈ H. Suppose we have x ∈ H. Recall the additive inverse of a matrix from
Example 0.28 negates each entry, and thus we know the element x−1.

x =

[
a b
a b

]
x−1 =

[
−a −b
−a −b

]
Since a, b ∈ R then −a,−b ∈ R as well, and so x−1 ∈ H. When for each x ∈ H we have
x−1 ∈ H, we say that H is closed under inverses.

Therefore H is a subgroup of G.

We did not need to verify all of the requirements for H to be a group in the previous

example, only that H is nonempty, H is closed under the operation of G, the identity of G

is in H, and H is closed under inverses. This leads us to the next theorem.

Theorem 2.4

Let G be a group and H ⊆ G. H is a subgroup of G if and only if the following hold:

(i) H is nonempty.
(ii) H is closed under the operation of G.
(iii) H is closed under inverses.

Proof Let G denote a group and H ⊆ G.

(→) Assume H is a subgroup of G. Thus by definition of a subgroup we must have H as
a nonempty set. Also as H is a subgroup, the operation of G must be an operation on H;
thus H is closed under the operation of G as needed. Now every element of H must have
an inverse in H for H to be a group, so H is closed under inverses as well.

(←) Suppose H satisfies the three properties given. We must show that H is a subgroup
of G, and so is a group under the operation of G. Since H has elements by (i), we thus
know H is a nonempty subset of G. Also H uses the operation on G, so ab must be uniquely
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defined for all elements a, b ∈ H. Also (ii) guarantees that ab is in H, for all elements
a, b ∈ H, so the operation on G is also an operation on H.

As the operation is associative on the group G and H ⊆ G, then it must be associative
on H, and by (iii) every element of H has an inverse in H. The only step that really needs
proof is that H contains an identity.

Since H is nonempty, there exists x ∈ H. By (iii) we have x−1 ∈ H as well. Now by (ii)
xx−1 ∈ H, or eG ∈ H. Since for every x ∈ H we have xeG = x = eGx then eG is the identity
in H. Therefore, H is a group under the operation of G, or H is a subgroup of G. �

Example 2.5 Consider the group (Z16,+16). Is the set H = {0, 4, 8, 12} a subgroup of
(Z16,+16)? To use Theorem 2.4 we need to prove each of the parts (i), (ii), (iii) for our
set H.

Since we are given that 0 ∈ H, then clearly H 6= ∅. Now to verify (ii) and (iii), it helps
to look at a Cayley table, which only uses the elements 0, 4, 8, 12 and the operation +16:

+16 0 4 8 12
0 0 4 8 12
4 4 8 12 0
8 8 12 0 4
12 12 0 4 8

Notice that all of the answers in the table are back in H, so H is closed under +16. Also
0−1 = 0, 4−1 = 12, 8−1 = 8, and 12−1 = 4, so the inverse of every element of H is back in
H, that is, H is closed under inverses. Thus by Theorem 2.4 H is a subgroup of Z16.

Now try it yourself and determine if H = {1, 2, 4, 8} is a subgroup of (U(11), ·11).

Example 2.6 Recall from Example 1.34 the group Z2 × Z2 = {(0, 0), (1, 0), (0, 1), (1, 1)}.
Define H1 = {(0, 0), (0, 1)} and H2 = {(0, 0), (1, 1)}. They are clearly nonempty subsets of
Z2 × Z2, but are they subgroups? Consider the following two Cayley tables that will help
us see why these subsets are subgroups:

∗ (0, 0) (1, 1)
(0, 0) (0, 0) (1, 1)
(1, 1) (1, 1) (0, 0)

∗ (0, 0) (0, 1)
(0, 0) (0, 0) (0, 1)
(0, 1) (0, 1) (0, 0)

Each table shows that the subset is closed under both the operations on Z2 × Z2 and

inverses since (0, 0)−1 = (0, 0), (0, 1)−1 = (0, 1), and (1, 1)−1 = (1, 1). Thus we have two

subgroups of Z2 × Z2.

Once we have discovered subgroups of a group, it is natural to consider their union or

intersection and ask if either one will also form a subgroup.
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Consider the two subgroups of Z2 × Z2 defined in Example 2.6, H1 = {(0, 0), (0, 1)} and

H2 = {(0, 0), (1, 1)}. For H1 ∪H2 = {(0, 0), (0, 1), (1, 1)}, notice (0, 1) ∗ (1, 1) = (1, 0), but

(1,0) is not back in H1∪H2. Thus H1∪H2 is not closed under the operation ∗, and is not a

subgroup of Z2 × Z2. The set H1 ∩H2 = {(0, 0)} is a subgroup of Z2 × Z2 though, leading

us to the next theorem whose proof is left as an exercise at the end of the chapter.

Theorem 2.7

Let G be a group. If H1 and H2 are subgroups of G, then H1 ∩H2 is also a subgroup of G.

2.2 Cyclic Groups

Suppose G is a group (writing the operation as if it were multiplication).

Definition 2.8 For each a ∈ G define the set 〈a〉 = {an : n ∈ Z}.

Theorem 2.9

Suppose that G is a group and a ∈ G. The set 〈a〉 = {an : n ∈ Z} is a subgroup of G.

〈a〉 is called the cyclic subgroup generated by a .

Proof The set 〈a〉 is a subset of G, since G is closed under multiplication, and thus we only
need to verify the properties of Theorem 2.4 to complete the proof.

(i) Since 0 is an integer, a0 is in the set 〈a〉; that is, the identity of G is in 〈a〉 and 〈a〉 6= ∅.

(ii) Let x, y ∈ 〈a〉. Thus there exist integers m,n with x = am, y = an. Now xy = aman =
am+n by Theorem 1.29, and since m + n is also an integer, we have xy ∈ 〈a〉. Thus 〈a〉 is
closed under the operation of G.

(iii) Let x ∈ 〈a〉. There exists an integer m with x = am. By Theorem 1.29, x−1 =
(am)−1 = a−m. Since −m is also an integer, x−1 ∈ 〈a〉, so 〈a〉 is closed under inverses.
Therefore, by Theorem 2.4, 〈a〉 is a subgroup of G. �

Example 2.10 In the group (Z6,+6), we can see that 〈2〉 = {0, 2, 4}, since:

20 = 0 (the identity), 21 = 2, 22 = 2 +6 2 = 4, 23 = 2 +6 2 +6 2 = 0

You should verify that 〈3〉 = {0, 3} and 〈5〉 = {0, 1, 2, 3, 4, 5} for practice.
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Example 2.11 Consider U(12) = {1, 5, 7, 11} under ·12. The cyclic subgroups of U(12) are:

〈1〉 = {1}, 〈5〉 = {1, 5}, 〈7〉 = {1, 7}, 〈11〉 = {1, 11}

Definition 2.12 A group G is a cyclic group (or G is cyclic) if and

only if there exists a ∈ G with G = 〈a〉.

Example 2.13 The group (Z, +) is cyclic since Z = 〈1〉. Recall that for n ∈ N, the element

1n means we are adding 1 to itself n times, so 1n = n, and (−1)n is found by adding −1 to

itself n times, so 1−n = −n. Also, 10 is defined to be the identity of our group, which is 0.

Thus every integer can be written as (1)n or (−1)n. But Z 6= 〈2〉 since there is no integer n

with 2n = 3. You should verify that (Zn,+n) is also a cyclic group for every n > 1.

Example 2.14 Example 2.10 shows that (Z6,+6) is cyclic since 〈5〉 = {0, 1, 2, 3, 4, 5}. How-

ever, (U(12), ·12) is not a cyclic group, since Example 2.11 shows that no cyclic subgroup

of U(12) is equal to U(12).

Cyclic groups have many properties that will be referenced later in the text. The following

theorem gives two of them; proof of the first part is left as an exercise at the end of the

chapter.

Theorem 2.15

Let G be a cyclic group. Then:

(i) G is abelian.
(ii) Every subgroup of G is cyclic.

Proof Let G be a cyclic group. Thus G = 〈a〉 for some a ∈ G.

(i) An exercise at the end of the chapter.

(ii) Suppose H ⊆ G and H is a subgroup of G. If H = {eG} then H = 〈eG〉 since
(eG)n = eG for all n ∈ Z, and H is already cyclic.

Thus we will assume that H contains at least one nonidentity element c 6= eG. As G is
cyclic, there is m ∈ Z with c = am and m 6= 0. If m < 0 then −m > 0, and by Theorem 1.29
c−1 = a−m. As H is a subgroup of G and c ∈ H, we know that c−1 ∈ H as well. This tells us
there exists at least one positive integer n with an ∈ H. Since every set of positive integers
must have a least element, there must be a least positive integer k with ak ∈ H. Let x = ak.
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Claim: H = 〈x〉.

H is a subgroup of G and is closed under the operation of G, so we already know that
〈x〉 ⊆ H. We must show H ⊆ 〈x〉 to complete the proof. Let b ∈ H, and we need to show
that b = xn for some integer n. As b ∈ G, we know that b = at for some integer t. By
Theorem 0.19, we can write t = kq + r, where q, r ∈ Z and 0 ≤ r < k. Since ak ∈ H, then
(ak)−q ∈ H as well. Also at ∈ H so as H is closed under the operation, we have at−kq ∈ H.
Now at−kq = ar giving us ar ∈ H. However, k was the least positive integer with ak ∈ H.

which tells us that r = 0, since 0 ≤ r < k. Thus t = kq so b = at = akq = (ak)q and b = xq.
Therefore b ∈ 〈x〉 as needed and H = 〈x〉.

Thus every subgroup of G is cyclic. �

There is always a danger of using theorems incorrectly, so let’s consider Theorem 2.15

carefully. We have an implication, “G is cyclic → G is abelian.”

It would be incorrect to automatically assume the implication in the opposite direction.

The following example shows that it fails to be true.

Example 2.16 We know that (U(12), ·12) is abelian by Theorem 1.21, but as seen in Exam-

ple 2.14, it is NOT cyclic.

The converse of the second implication given in Theorem 2.15 is actually true, because

a group is always a subgroup of itself! Thus if we know every subgroup of G is cyclic, then

as G is one of those subgroups it is cyclic. But it is still easy to make a mistake using this

statement. Consider the group Z2 × Z2 = {(0, 0), (1, 0), (0, 1), (1, 1)}, whose operation uses

+2 in each coordinate (as in Example 1.34). The proper subgroups (not the whole group)

are exactly the following:

H0 = {(0, 0)} H1 = {(0, 0), (0, 1)} H2 = {(0, 0), (1, 0)} H3 = {(0, 0), (1, 1)}

These are all cyclic as seen in the following:

H0 = 〈(0, 0)〉 , H1 = 〈(0, 1)〉 , H2 = 〈(1, 0)〉 , H3 = 〈(1, 1)〉

But Z2 × Z2 is not a cyclic group, since none of its elements will generate the whole

group. Thus even if every subgroup other than G is cyclic, we cannot assume that G is also

cyclic.

The next theorem is a key part of understanding the relationship between the order of

elements (Definition 1.30) and cyclic groups.



52 Chapter 2 Subgroups

Theorem 2.17

Let G be a group and a ∈ G.

(i) If ord(a) = n then for every integer m, am is equal to exactly one of the distinct
elements a0, a1, a2, a3, . . . , an−1.

(ii) If a has infinite order, then no two distinct powers of a are equal; that is, for
any integers j 6= k we must have aj 6= ak.

Proof
Assume G is a group and a ∈ G.

(i) Suppose ord(a) = n. Thus n is the least positive integer for which an = eG. Let
m be any integer, and consider am. By Theorem 0.19 there exist integers q and r so that
m = nq + r and 0 ≤ r < n. Using an = eG we see the following:

anq = (an)q = (eG)q = eG

am = anq+r = anqar = eGa
r = ar

Thus am = ar, and r is one of the integers 0, 1, 2, . . . , n− 1. Hence am is equal to one of
the elements a0, a1, a2, a3, . . . , an−1. To see that these elements are distinct, assume we
have ar = as with r 6= s and 0 ≤ r, s < n. Without loss of generality we may assume that
r < s and notice that

as−r = as (ar)−1 = as (as)−1 = eG.

But 0 < s − r < n, contradicting that n is the order of a. Thus the powers
a0, a1, a2, a3, . . . , an−1 are all distinct as needed.

(ii) Suppose that a has infinite order. For a contradiction assume there are integers j 6= k
with aj = ak. Without loss of generality assume that k > j, so that k − j > 0. Now

ak−j = ak
(
aj
)−1

= ak
(
ak
)−1

= eG, but the definition of infinite order says no such positive
integer can exist. Thus for any integers j 6= k we must have aj 6= ak. �

Theorem 2.17 gives us tools to prove the following useful theorem.

Theorem 2.18

Let G be a finite cyclic group, with G = 〈a〉.

(i) |G| = ord(a)
(ii) If b ∈ G then ord(b) evenly divides ord(a).
(iii) If b ∈ G where b 6= eG and b = ak for some 1 < k < ord(a), then 〈b〉 = 〈a〉

if and only if k is relatively prime to ord(a).
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Proof Suppose that G is a finite cyclic group. Let G = 〈a〉 and assume |G| = n for some
positive integer n. Note first that if |G| = 1, then G = {eG}. But ord(eG) = 1 as needed
in (i), and the only choice for b in (ii) is eG = a, making (ii) easily true. Also (iii) does
not apply when G = {eG}. Thus in the rest of this proof we will assume that |G| > 1 and
eG 6= a.

(i) We need to show that ord(a) = n. Since G is finite we know that ord(a) must be
finite as well, or there would be infinitely many distinct powers of a in G by Theorem 2.17.
Suppose that ord(a) = m > n. By Theorem 2.17 there are exactly m distinct powers of a,
each of which is in G. This contradicts that |G| = n, so m ≤ n.

Similarly if ord(a) < n then by Theorem 2.17, every element of G must be equal to one
of a0, a1, a2, a3, . . . , am−1 and thus G has only m elements in it, a contradiction to our
original assumption again.

Therefore, ord(a) = n and so |G| = ord(a).

(ii) An exercise at the end of the chapter.

(iii) Suppose that b ∈ G, where b 6= eG, and b = ak for some 1 < k < ord(a). Note that
in the proof of (i) it was shown that ord(a) = n, thus 1 < k < n. Our statement requires
two proofs (if and only if), so we will include one here and leave the other as an exercise at
the end of the chapter.

(→) Assume that 〈b〉 = 〈a〉. We need to show that k is relatively prime to ord(a); that
is, to n. Suppose instead that n and k are not relatively prime, but have a common prime
factor, p > 1. Thus n = px and k = py for some positive integers x and y with x < n and
y < k. By Theorem 1.29 we have:

bx =
(
ak
)x

= (apy)x = (apx)y

But apx = an = eG and so bx = eG. This gives us ord(b) < n, which tells us that |〈b〉| 6= n
by (i). However, this contradicts our assumption of 〈b〉 = 〈a〉, and therefore k is relatively
prime to n. �

Example 2.19 Consider the group (Z8,+8). Z8 is cyclic and Z8 = 〈3〉. Now 5 ∈ Z8, and
5 = 37 under +8. Thus we have the conditions in (iii) of Theorem 2.18, using a = 3, b = 5,
n = 8, and k = 7. Since k = 7 is relatively prime to ord(a) = 8, the theorem tells us we
should have 〈3〉 = 〈5〉, which is verified as follows:

〈5〉 = {50, 51, 52, 53, 54, 55, 56, 57} = {0, 5, 2, 7, 4, 1, 6, 3}

Theorem 2.18 also reinforces why we found 〈5〉 = Z6 in Example 2.10, since 5 = 15,

ord(1) = 6, and 5 is relatively prime to 6.
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2.3 Homomorphisms

We now consider functions that map between groups. Since groups have a well-defined

structure, we will be interested in functions that preserve this structure. Functions of this

sort can also be used to discover if two groups are really “the same;” that is, the elements

and operation of one group could simply be renamed, and the other group is revealed.

Definition 2.20 Let (G,∗) and (K,⊗) be groups, and let f : G→ K be
a function:

f is a (group) homomorphism if f(a ∗ b) = f(a)⊗ f(b)
for every a, b ∈ G.

If f is also a bijection, we say that f is an (group) isomorphism or

that G and K are isomorphic. We denote this by G ∼= K.

Example 2.21 Consider the groups (Z,+) and (Z4,+4). Define the function f : Z → Z4

by f(a) = a(mod4), and thus each integer maps to its (nonnegative) remainder after being
divided by 4. For example, we have f(−25) = 3, f(10) = 2, and f(149) = 1. To decide if
the function is a homomorphism, we need to determine if f(m+ n) = f(m) +4 f(n) for all
integers m,n.

Assume we have m,n ∈ Z. Using Theorem 0.19 there are k, s, p, t ∈ Z with m = 4k + s,

n = 4p + t, and 0 ≤ s, t < 4. This tells us m(mod4) = s and n(mod4) = t, so f(m) +4

f(n) = (s + t)(mod4). Also f(m + n) = (m + n)(mod4) and m + n = 4(k + p) + (s + t),

and thus (m + n)(mod4) = (s + t)(mod4). Therefore, f(m + n) = (s + t)(mod4), and we

have f(m + n) = f(m) +4 f(n), making f a group homomorphism. Is this function an

isomorphism? Why or why not?

Example 2.22 Consider the groups R+ (positive real numbers) under multiplication and
(R,+). Define f : R → R+ by f(x) = ex. For any two real numbers x, y, we see that
f(x+ y) = ex+y = exey = f(x)f(y). Thus f is a homomorphism.

This function f is also one to one, since if we have f(x) = f(y), then ex = ey, but taking

the natural logarithm of both sides tells us x = y. Finally, f is onto, since given any positive

real number x, ln(x) is also a real number. Since f(ln(x)) = eln(x) = x, we have found the

real number that maps to x. Thus f is onto, and hence f is an isomorphism.

When the groups are small, the Cayley tables of (G, ∗ ) and (K, ⊗) can be used to verify

that a function f : G→ K is a homomorphism. Recall that in the Cayley table of group G,

the result a ∗ b is the element found in row a and column b. If we replace a by f(a), b by

f(b), and a ∗ b by f(a ∗ b) everywhere in the table, we would have f(a ∗ b) in the position

for the result of f(a)⊗ f(b) in the new table. If the results are correct in the table of K for
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all a, b ∈ G, we know that f(a ∗ b) = f(a)⊗ f(b) as needed.

Example 2.23 Consider the two groups (Z4,+4) and (U(12), ·12) and define f : Z4 → U(12)
by f(0) = 1, f(1) = 5, f(2) = 7, f(3) = 11. We begin with the Cayley table for (Z4,+4).

+4 0 1 2 3
0 0 1 2 3
1 1 2 3 0
2 2 3 0 1
3 3 0 1 2

→

f(0) f(1) f(2) f(3)
f(0) f(0) f(1) f(2) f(3)
f(1) f(1) f(2) f(3) f(0)
f(2) f(2) f(3) f(0) f(1)
f(3) f(3) f(0) f(1) f(2)

→

·12 1 5 7 11
1 1 5 7 11
5 5 7 11 1
7 7 11 1 5
11 11 1 5 7

Notice that we replace each entry a of the first table with f(a) to make the second table,
and then enter the answers given to us by f for the third. However, the final table does not
correctly follow the operation of ·12 since 5 ·12 5 = 1, but the table has 7 in that position.
Thus f is not a homomorphism. We will see, using facts we prove soon, that it would be
impossible to create an isomorphism between these two groups.

You should be able to prove, however, that the function g : U(12) → Z4 defined by

g(1) = 0, g(5) = 2, g(7) = 0, g(11) = 2 is a homomorphism. Try it!

A few facts that will be very important when we use homomorphisms are seen in the

next theorem. Proofs of the last two statements are exercises at the end of the chapter.

Theorem 2.24

Let G and K be groups and suppose f : G → K is a homomorphism. Then the following
must hold:

(i) f(eG) = eK .
(ii) f(a−1) = (f(a))−1 for each a ∈ G.
(iii) For every n ∈ Z and a ∈ G, (f(a))n = f(an).
(iv) For every a ∈ G, if a has finite order then ord(f(a)) evenly divides ord(a).

Proof Assume G and K are groups and f : G→ K is a homomorphism.

(i) Since eG is the identity of G, we know eGeG = eG. Thus using the function f , we
have f(eGeG) = f(eG). Since f is a homomorphism, f(eG)f(eG) = f(eG). In the group K,
f(eG) has an inverse, so we can multiply by f(eG)−1.

f(eG)−1f(eG)f(eG) = f(eG)−1f(eG)

In the group K, f(eG)−1f(eG) = eK , and thus by associativity eKf(eG) = eK or f(eG) =
eK .
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(ii) Let a ∈ G. Thus a−1 is also in G and aa−1 = eG. Using the function f we see that
f(aa−1) = f(eG). From the fact that f is a homomorphism, we have f(a)f(a−1) = f(eG).
From (i) earlier, we can conclude f(a)f(a−1) = eK . In the group K we can multiply by
(f(a))−1 to find (f(a))−1f(a)f(a−1) = (f(a))−1eK . Thus eKf(a−1) = (f(a))−1 and so
f(a−1) = (f(a))−1.

(iii) An exercise at the end of the chapter.

(iv) An exercise at the end of the chapter. �

Notice that the previous theorem does not say “if and only if,” and thus verifying (i),

(ii), (iii), and (iv) of the theorem does not prove that a function is a homomorphism. (See

Project 1.9.) Theorem 2.24 can be very helpful when showing that a function is NOT a

homomorphism, as seen in the next example.

Example 2.25 Consider the group (Z, +) and the constant function f : Z → Z defined by
f(x) = 2 for all x ∈ Z. Theorem 2.24 easily shows us that f is not a homomorphism, since
f(0) = 2, contradicting (i). Is any constant function from Z to Z a group homomorphism
when the operation is addition?

Also notice that in (iv) of the theorem, we only have ord(f(a)) evenly dividing ord(a).

Why can’t we say they have the same order? Consider the homomorphism in Example 2.23,

g : U(12) → Z4 defined by g(1) = 0, g(5) = 2, g(7) = 0, g(11) = 2. Notice that in U(12),

ord(7) = 2. Also g(7) = 0 and in Z4, ord(0) = 1. So ord(g(7)) evenly divides ord(7), but

they are not equal.

We can use these properties to help us find a homomorphism (if one exists) by narrowing

down choices of how we can define f(a) for various elements a ∈ G.

Example 2.26 Consider the group Z2 × Z2 defined in Example 1.34. The Cayley table was
given as:

∗ (0, 0) (1, 0) (0, 1) (1, 1)
(0, 0) (0, 0) (1, 0) (0, 1) (1, 1)
(1, 0) (1, 0) (0, 0) (1, 1) (0, 1)
(0, 1) (0, 1) (1, 1) (0, 0) (1, 0)
(1, 1) (1, 1) (0, 1) (1, 0) (0, 0)

Suppose we want to find a homomorphism f from Z2×Z2 to Z8. Where do we begin? From
property (i) of Theorem 2.24, we know we must have f(0, 0) = 0. What can we define f(0, 1)
to be? From property (iv) of Theorem 2.24, ord(f(0, 1)) must evenly divide ord((0, 1)). As
ord((0, 1)) = 2 by (0, 1)2 = (0, 0), we must have ord(f(0, 1)) = 1 or ord(f(0, 1)) = 2. We
need to know the orders of the elements in Z8, so be sure you can verify that:

ord(0) = 1, ord(1) = 8, ord(2) = 4, ord(3) = 8, ord(4) = 2,
ord(5) = 8, ord(6) = 4, ord(7) = 8
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Thus we have only two choices for f(0, 1), either f(0, 1) = 0 or f(0, 1) = 4. This argument
gives us the same two options for f(1, 0) and f(1, 1) as well. We will look at the result each
option for f(0, 1) gives us.

Case 1: Suppose we choose to have f(0, 1) = 0. Notice that (1, 0) ∗ (1, 1) = (0, 1), which
tells us that f(1, 0) +4 f(1, 1) = 0. Thus either we have both f(1, 0) = 0 and f(1, 1) = 0, or
both f(1, 0) = 4 and f(1, 1) = 4. This gives two possibilities:

f1(0, 0) = 0, f1(0, 1) = 0, f1(1, 0) = 0 and f1(1, 1) = 0, or,
f2(0, 0) = 0, f2(0, 1) = 0, f2(1, 0) = 4 and f2(1, 1) = 4

It is very easy to see that f1 must be a homomorphism, as for any a, b ∈ Z2 × Z2 we
have f1(a ∗ b) = 0 and f1(a) +8 f1(b) = 0 +8 0 = 0. What about f2? Replacing each entry
of the Cayley table for Z2 × Z2 according to f2, we can see that +8 is preserved and f2 is
a homomorphism.

+8 0 4 0 4
0 0 4 0 4
4 4 0 4 0
0 0 4 0 4
4 4 0 4 0

Case 2: Suppose we choose to have f(0, 1) = 4. Notice that (1, 0) ∗ (1, 1) = (0, 1), which
tells us that f(1, 0) +4 f(1, 1) = 4. Thus either we have f(1, 0) = 4 and f(1, 1) = 0, or
f(1, 0) = 0 and f(1, 1) = 4. This gives two possibilities:

f3(0, 0) = 0, f3(0, 1) = 4, f3(1, 0) = 4 and f3(1, 1) = 0, or,
f4(0, 0) = 0, f4(0, 1) = 4, f4(1, 0) = 0 and f4(1, 1) = 4

You can verify that f3 and f4 are both homomorphisms as well. Thus there are actually

four different homomorphisms that can be created from Z2 × Z2 to Z8.

When trying to determine if groups are isomorphic, there are many properties that can

be used, but the two that follow can often be used to quickly determine if two groups are

not isomorphic. The proofs are left as exercises at the end of the chapter.

Theorem 2.27

Suppose G and K are groups and f : G→ K is an isomorphism .

(i) G is abelian if and only if K is abelian.
(ii) For every a ∈ G, if a has finite order then ord(a) = ord(f(a)).
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Example 2.28 Recall the group U(12) = {1, 5, 7, 11} with the following Cayley table:

·12 1 5 7 11
1 1 5 7 11
5 5 1 11 17
7 7 11 1 5
11 11 7 5 1

It is easy to see that U(12) is not isomorphic to Z4 using property (ii). In Z4 the element
1 has order 4, but in U(12) every element has x2 = 1. So no element in U(12) has order 4,
and so no function can satisfy (ii).

In Z2×Z2 we have also seen that every element has x2 = (0, 0); can you find an isomor-

phism between U(12) and Z2 × Z2?

Finally, we have an important classification of cyclic groups showing the importance of

modular arithmetic in modern algebra, beyond its use in examples.

Theorem 2.29

Let G be a cyclic group, and n > 1.

(i) If |G| = n then G is isomorphic to the group (Zn,+n).
(ii) If G is an infinite group, then G is isomorphic to the group (Z,+).

Proof Let G be a cyclic group and n > 1.

(i) An exercise at the end of the chapter.

(ii) Assume G is an infinite group. As G is cyclic there must exist a ∈ G with G = 〈a〉.
By Theorem 2.17, a must have infinite order or G would be finite. Hence, for any integers
j 6= k, we must have aj 6= ak. Define f : Z → G by f(n) = an, and we will show this
function is an isomorphism. From Definition 2.20 we need to show that f is a bijection and
that f(m+ n) = f(m)f(n) (writing G’s operation as multiplication).

Assume that m,n ∈ Z and that f(n) = f(m). Thus am = an by the definition of f .
However, by Theorem 2.17 this can only happen if n = m, and thus f is injective. Let
y ∈ G. Then by G = 〈a〉, y = an for some integer n. Thus f(n) = y and f is surjective.
Hence f is a bijection. Finally, assume again that m,n ∈ Z. f(m+ n) = am+n = aman by
Theorem 1.29. Thus f(m+ n) = aman = f(m)f(n) and f is a homomorphism.

Therefore G is isomorphic to Z as we wanted to prove. �

Homomorphisms will be critical in Chapter 3 where the Fundamental Homomorphism

Theorem will be discussed.
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2.4 Permutation Groups

Another class of groups, useful as examples but also critical to the study of modern alge-

bra (as we shall discover), is permutation groups. Before looking at permutation groups,

however, we must define permutations.

Definition 2.30 Let A be any nonempty set.

A permutation of A is a bijection from A to A.

Example 2.31 Consider the set Z of integers. The function f : Z→ Z defined by f(n) = n+1
(usual addition) is a permutation of Z. To verify this we must show that f is a bijection.
Suppose we have a, b ∈ Z with f(a) = f(b). By the definition of f we thus have a+1 = b+1.
This is an equation of integers, so subtracting one from both sides gives us a = b. Thus f is
one to one. Suppose we have any z ∈ Z, and we must find an element x ∈ Z with f(x) = z.
Since z ∈ Z then also z − 1 ∈ Z. But f(z − 1) = (z − 1) + 1 = z, so the element x = z − 1
has f(x) = z. Hence f is onto and therefore is a bijection. Thus f is a permutation of Z.

But the function g : Z → Z defined by g(n) = 2n is not a permutation, as it is not

surjective (what element of Z is not in g(Z)?). Is the function h : Z → Z defined by

h(n) = n2 a permutation of Z? (Why or why not?)

Example 2.32 For a more interesting example, consider the set A = R− {0, 1,−1} (all real
numbers except for 0, 1, and −1), and consider the following function. Is f a permutation
of A?

f : A→ A by f(x) =
x− 1

x+ 1

Suppose x ∈ A. We must be sure that f(x) ∈ A as well. As x 6= −1 then x + 1 6= 0, so
we know that f(x) is a real number, but f(x) must not be equal to 1, −1, or 0. A fraction
can only equal 0 if the numerator is equal to 0, so since x 6= 1, then f(x) 6= 0. Suppose that
f(x) = 1. Thus we have x − 1 = x + 1, which cannot be true for any real number, as it is
equivalent to −1 = 1. Similarly, suppose we have f(x) = −1. This gives us x−1 = −(x+1),
or in other words 2x = 0, which again cannot happen in R unless x = 0. Thus we can be
sure that f(x) ∈ A, and since f(x) is uniquely defined for each x ∈ A, f is a function from
A to A.

We still need to determine if f is a bijection. Suppose we have x, y ∈ A with f(x) = f(y).

x− 1

x+ 1
=
y − 1

y + 1
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As x 6= −1 and y 6= −1 it follows that (x− 1)(y + 1) = (x+ 1)(y − 1). Using basic algebra
(do the steps) this equation reduces to 2(x − y) = 0, but in the real numbers this means
x = y. Hence f is injective.

Finally, suppose we have any a ∈ A. Can we find x ∈ A for which f(x) = a? Consider
the number x = a+1

−a+1 . As a 6= 1, x is a real number, and since a 6= −1, we know x 6= 0.
Also x = 1 would require a = 0, and x = −1 is equivalent to −1 = 1. Thus x ∈ A. Is it the
value we hoped to find?

f(x) =
x− 1

x+ 1
=

(
a+ 1

−a+ 1

)
− 1(

a+ 1

−a+ 1

)
+ 1

=

a+ 1 + a− 1

−a+ 1
a+ 1− a+ 1

−a+ 1

=
2a

2
= a

Thus f(x) = a and f is surjective. Therefore f is a permutation of A.

An important fact to notice is that if G is a group and f is a permutation of G, we

cannot conclude that f is an isomorphism. A permutation only requires f to be a bijection,

and not have the homomorphism property described in Definition 2.20. To see this consider

the permutation from Example 2.31. For n = 2 and m = 3 we have f(2 + 3) = f(5) = 6,

but f(2) + f(3) = 3 + 4 = 7. Thus f is not an isomorphism.

For a given nonempty set A we can look at all possible permutations of A, gathered

into a new set that we will denote by SA. The letter S is for the word symmetry, which

is often used in place of permutation. For any nonempty set A, there will always be at

least one permutation of A, namely the identity function. The identity permutation is

traditionally denoted by ε and defined by ε(x) = x for all x ∈ A.

Theorem 2.33

For any nonempty set A, the set SA = {f : A→ A : f is a permutation of A} is a group
under the operation of composition of functions.

The group SA is called the Symmetric Group on A.

Proof Let A be a nonempty set, and let SA be the set of all possible permutations of A.
Recall that the elements of SA are functions, so let f, g ∈ SA . Since both f and g are
permutations of A, g(A) ⊆ dom(f) and so f ◦ g is uniquely defined as a function from A
to A. Also the fact that both f and g are bijections guarantees that f ◦ g is a bijection
by Theorem 0.18, and so f ◦ g ∈ SA. Composition is also uniquely defined, and so it is an
operation on SA according to Definition 1.1.

Now we must verify the properties in Definition 1.10 to show that SA is a group under
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the operation of composition. Proof of associativity is left as an exercise at the end of the
chapter, and we have (i) of Definition 1.10. We must find a specific function that will act
as the identity under composition, and terminology gives us an advantage here. For any
nonempty set A, the identity function on A, ε, is the function with ε(x) = x for all x ∈ A.
Notice that for any f ∈ SA:

(f ◦ ε)(x) = f(ε(x)) = f(x) and (ε ◦ f)(x) = ε(f(x)) = f(x).

Thus we have f ◦ε = f = ε◦f . Clearly, ε ∈ SA and so ε is our identity under composition.

Finally, consider any f ∈ SA. We need to find an inverse for f in SA, and again the name
tells us what to do. Define the function g : A → A by g(a) = b for the unique b ∈ A with
f(b) = a. To see that g is uniquely defined, recall that f is onto, so for any a ∈ A there is
b ∈ A with a = f(b). If there were two elements b, c ∈ A for which g(a) = b and g(a) = c,
this would tell us that f(b) = a = f(c). However, f is one to one, so we must have b = c.
Thus g(a) is a uniquely defined element of A, and so g is a function.

If there were x, y ∈ A with g(x) = g(y) = z, then f(z) = x and f(z) = y, which violates
that f is a function unless x = y. Hence x = y and g is one to one. The last piece is actually
much easier. Suppose we have y ∈ A; then x = f(y) ∈ A has g(x) = y. Thus g is onto and
is a bijection.

To see that g is the inverse of f , consider how f ◦ g and g ◦ f act as functions. Let x ∈ A.
There is a ∈ A with f(a) = x and g(x) = a. But also if y = f(x) then g(y) = x as well.

(f ◦ g)(x) = f(g(x)) = f(a) = x (g ◦ f)(x) = g(f(x)) = g(y) = x

Thus f ◦ g = ε = g ◦ f and so f has an inverse that is also a permutation of A, which
we will call f−1. Hence every element of SA has an inverse in SA and SA is a group under
composition.

�

Example 2.34 Consider the group SQ where Q is the set of rational numbers. The functions
f, g : Q → Q defined by f(x) = x + 1 and g(x) = 2x + 3 are both elements of SQ (you
should verify this). Computing both (f ◦ g)(1) and (g ◦ f)(1), we see the following results:

(f ◦ g)(1) = f(g(1)) = f(5) = 6

(g ◦ f)(1) = g(f(1)) = g(2) = 7

Thus f ◦ g 6= g ◦ f and so SQ is not an abelian group. In general SA is not abelian!
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Definition 2.35 A group G is a permutation group (or a group of

permutations) if it is a subgroup of the Symmetric Group SA for some

nonempty set A.

Example 2.36 Consider R, the set of real numbers, and f : R → R defined by f(x) = −x.
You should be able to easily verify that f ∈ SR. Let G = {ε, f} with ε as the identity
function for R, and then G ⊆ SR. To see that G is a subgroup of SR we look at the Cayley
table for G:

◦ ε f
ε ε f
f f ε

Clearly, G is nonempty, and the table shows it is closed under composition and inverses.

Thus G is a subgroup of SR and so G is a permutation group.

The importance of permutation groups is seen in the next theorem.

Theorem 2.37

Every group is isomorphic to a group of permutations.

Proof Let G be a group. Consider the group SG under composition of functions. We will
show that G is isomorphic to a subgroup of SG. For each element a ∈ G define the function
fa : G → G by fa(x) = ax for every x ∈ G. As G is a group we know that fa(x) ∈ G for
every x ∈ G, and fa is uniquely defined.

Claim: For every a ∈ G, fa ∈ SG.

Let a ∈ G. Suppose that x, y ∈ G and that fa(x) = fa(y). Then by definition of fa
we have ax = ay. However, as G is a group, the Cancellation Law (Theorem 1.27) tells
us that x = y. Hence fa is injective. Also for any y ∈ G, we know that a−1y ∈ G and
fa(a−1y) = a(a−1y). By associativity and aa−1 = eG we have fa(a−1y) = y and fa is
surjective. Therefore, fa is a bijection and fa ∈ SG.

Define: H = {fa : a ∈ G}

We will show that H is a subgroup of SG and that G is isomorphic to H. We know that
G is nonempty, and thus there is at least one a ∈ G. Thus for this a, fa ∈ H and H is
nonempty. Suppose that fa, fb ∈ H. We know (fa ◦ fb)(x) = fa(fb(x)), so for all x ∈ G:

(fa ◦ fb)(x) = a(bx) = (ab)x = fab(x).
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Thus fa ◦ fb = fab and so fa ◦ fb ∈ H, or H is closed under composition. Now for any
a ∈ G we have a−1 ∈ G, so for all x ∈ G:

(fa ◦ fa−1)(x) = a(a−1x) = x.

Thus fa ◦ fa−1 = ε. Similarly, fa−1 ◦ fa = ε so we have (fa)−1 = fa−1 . Thus (fa)−1 ∈ H
and H is closed under inverses. Therefore, H is a subgroup of SG by Theorem 2.4.

Define the function ϕ : G→ H by ϕ(a) = fa.

It is clear that ϕ is a function from G to H, so we need to show that ϕ is an isomorphism
to complete this proof. Suppose a, b ∈ G for which ϕ(a) = ϕ(b); that is, fa = fb. Then for
every x ∈ G, fa(x) = fb(x). Since eG ∈ G we must have fa(eG) = fb(eG), and so a = b, or
ϕ is injective. Also, for any element of H, there is a ∈ G defining it as fa, so it is clear that
ϕ is surjective and thus bijective. Finally, for a, b ∈ G:

ϕ(ab) = fab = fa ◦ fb = ϕ(a) ◦ ϕ(b).

Thus ϕ is also a homomorphism, and we have shown that ϕ is an isomorphism. Therefore,
G is isomorphic to the permutation group H. �

2.5 Permutations of a Finite Set

Groups of permutations on finite sets are as useful as the groups Zn and have more interest-

ing properties. They give simple examples of nonabelian groups and will have many parts

to play later in the text.

Consider a set A = {a, b}. It is not hard to see that there are exactly two different

permutations of A. Call them f and g:

f(a) = a and f(b) = b

g(a) = b and g(b) = a

Another notation we can use to describe these functions follows, with the top row simply

the list of elements of A and the bottom row showing the result of the function.

f =

(
a b

a b

)
g =

(
a b

b a

)
Written in this form it is clear that f and g are bijections, and that no other options exist.

Thus SA = {f, g}.
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One key to understanding permutations of a finite set is to notice that the names of the

elements a and b used previously are not important, that is, any set of two elements will

have the same two permutations with the names of a and b changed. For example, if we

had B = {u, v}, then SB = {h, k} where:

h =

(
u v

u v

)
k =

(
u v

v u

)
Clearly by replacing a with u and b with v, we would have f = h and g = k. Thus we

use the following groups whenever discussing permutations of finite sets.

Definition 2.38 For each k ∈ N the Symmetric Group Sk is the

group of permutations of the set {1, 2, . . . , k} under the operation of

composition.

We will often refer to a “product” of permutations. This always means we are using the

operation of composition. Our observation before this definition can be stated as a theorem.

Theorem 2.39

For any k ∈ N and set A with exactly k elements, SA is isomorphic to Sk.

Proof Let A be a set with exactly k elements, say A = {a1, a2, . . . , ak}. Define the function
ϕ : A → {1, 2, . . . , k} by ϕ(ai) = i. It should be clear (or you should verify) that ϕ is a
bijection and thus has an inverse ϕ−1 : {a1, a2, . . . , ak} → A where ϕ−1(i) = ai.

Define σ : SA → Sk by σ(f) = ϕ ◦ f ◦ ϕ−1.

We will show that σ is an isomorphism to complete the proof. First, we must show that
σ(f) ∈ Sk for any f ∈ SA. Let j ∈ {1, 2, 3, . . . , k}. By definition:

σ(f)(j) =
(
φ ◦ f ◦ φ−1

)
(j) = ϕ

(
f
(
ϕ−1(j)

))
= ϕ (f (aj))

and since f ∈ SA we have f(aj) = am for some m ∈ {1, 2, 3, . . . , k}. Thus σ(f(aj)) =
ϕ(am) = m, so σ(f) maps from and to {1, 2, 3, . . . , k}. Also since ϕ and f are bijections, it
is clear that σ(f) is a bijection by Theorem 0.18. Therefore σ(f) ∈ Sk.

To prove σ is one to one, suppose that s, t ∈ SA and σ(s) = σ(t). To see that s = t, we
must show that s(u) = t(u) for every u ∈ A. Let u ∈ A. Thus there is m ∈ {1, 2, . . . , k}
with ϕ(u) = m (and ϕ−1(m) = u). Note the following equations:
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σ(s)(m) =
(
ϕ ◦ s ◦ ϕ−1

)
(m) = (ϕ ◦ s) (u) = ϕ(s(u))

σ(t)(m) =
(
ϕ ◦ t ◦ ϕ−1

)
(m) = (ϕ ◦ t) (u) = ϕ(t(u))

Hence ϕ(s(u)) = ϕ(t(u)), but ϕ is a bijection, so s(u) = t(u) for every u ∈ A and
s = t. Thus σ is injective. Also for any r ∈ Sk it is easy to show that ϕ−1 ◦ r ◦ ϕ ∈ SA
and σ(ϕ−1 ◦ r ◦ ϕ) = r (be sure to verify the details). Hence σ is surjective and thus is a
bijection.

Finally, we need to verify that σ is a homomorphism. Suppose s, t ∈ SA, and we will
show σ(s ◦ t) = σ(s) ◦ σ(t). Using the fact that ϕ−1 ◦ ϕ = εA we see that:

σ(s ◦ t) = ϕ ◦ s ◦
(
ϕ−1 ◦ ϕ

)
◦ t ◦ ϕ−1 .

Associativity of composition gives us the following result:

σ(s ◦ t) =
(
ϕ ◦ s ◦ ϕ−1

)
◦
(
ϕ ◦ t ◦ ϕ−1

)
= σ(s) ◦ σ(t).

Thus σ is a homomorphism, so σ is an isomorphism and SA is isomorphic to Sk. �

Permutations of a finite set will now be from the appropriate symmetric group Sk.

Example 2.40 The Symmetric Group S3 is the set of permutations of {1, 2, 3} (traditionally
denoted by lowercase Greek letters):

ε =

(
1 2 3
1 2 3

)
α =

(
1 2 3
2 1 3

)
β =

(
1 2 3
1 3 2

)
γ =

(
1 2 3
3 2 1

)
δ =

(
1 2 3
2 3 1

)
κ =

(
1 2 3
3 1 2

)
The operation of composition gives the following Cayley table:

◦ ε α β γ δ κ
ε ε α β γ δ κ
α α ε δ κ β γ
β β κ ε δ γ α
γ γ δ κ ε α β
δ δ γ α β κ ε
κ κ β γ α ε δ

Note that (α ◦ β) (1) = α (β(1)) = α(1) = 2, (α ◦ β) (2) = α (β(2)) = α(3) = 3, and
(α ◦ β) (3) = α (β(3)) = α(2) = 1. Thus α ◦ β = δ.

You should verify that the entries in the Cayley table are correct for practice. Notice

that α ◦ β = δ and β ◦ α = κ so S3 is not abelian.
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Example 2.41 In the group S6 define:

α =

(
1 2 3 4 5 6
2 1 4 3 5 6

)
and β =

(
1 2 3 4 5 6
1 3 4 2 6 5

)
Calculating we find:

α ◦ β =

(
1 2 3 4 5 6
2 4 3 1 6 5

)
β ◦ α =

(
1 2 3 4 5 6
3 1 2 4 6 5

)
α ◦ α =

(
1 2 3 4 5 6
1 2 3 4 5 6

)
β ◦ β =

(
1 2 3 4 5 6
1 4 2 3 5 6

)
We can also easily find β−1 with this notation. β(1) = 1 so we have β−1(1) = 1, also

β(2) = 3 so we have β−1(3) = 2. Similarly β−1(2) = 4, β−1(4) = 3, β−1(5) = 6, and
β−1(6) = 5. Thus we have:

β−1 =

(
1 2 3 4 5 6
1 4 2 3 6 5

)

Another notation used for permutations of a finite set is cycle notation. This comes from

graphing the path an element of {1, 2, . . . , n} takes in a permutation to see a pattern of

closed loops or cycles.

Example 2.42 Consider the element φ ∈ S7 where φ =

(
1 2 3 4 5 6 7
2 5 7 6 1 3 4

)
.

1 → 2 3 → 7
↖ ↙ ↑ ↓

5 6 ← 4

There are two cycles if we follow the action of the permutation φ: 1 maps to 2, then 2
maps to 5, and 5 maps back to 1 to complete a cycle; 3 maps to 7, 7 maps to 4, 4 maps to
6, and finally, 6 maps back to 3 completing the second cycle.

We write the cycles found as (125) and (3746) where the cycle moves from left to right
within the parentheses, and the final parenthesis tells us to map back to the beginning
element of that cycle.

Finally the original permutation is φ = (125)(3746) in this notation, and we say that φ

is a product (under composition) of the two cycles (125) and (3746).

The next definition makes precise the ideas of Example 2.42.
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Definition 2.43 Let k > 1 and α ∈ Sk. α is a cycle if it is of the form
α = (a1a2 . . . an) for some 1 < n ≤ k where:

(i) the ai are distinct elements of {1, 2, . . . , k},
(ii) α(ai) = ai+1 for i < n, α(an) = a1, and
(iii) elements of {1, 2, . . . , k} not shown in the cycle are mapped to

themselves.

A cycle is called a transposition if it is of the form α = (a1a2).

Cycles α = (a1a2 . . . an) and β = (b1b2 . . . br) are disjoint in Sk if

{a1, a2, . . . , an} ∩ {b1, b2, . . . , br} = ∅.

An interesting fact to notice is that for any transposition α we have α−1 = α.

Theorem 2.44

For k ∈ N with k > 1, every nonidentity permutation in Sk can be written as a product
(under the operation of composition) of disjoint cycles.

Proof Let k ∈ N with k > 1. Suppose α ∈ Sk with α 6= ε. Thus there is some i in
{1, 2, 3, . . . , k} so that α(i) 6= i. Choose the least i with this property. Now compute
α(i), α(α(i)), . . . , αr(i) until the first time i is the answer (as we are in Sk this cannot
happen more than k − 1 times without repeating). This gives us the first cycle in the de-
composition of α. If every element of {1, 2, 3, . . . , k} not mapping to itself has appeared in
our cycle we are done; otherwise, find the least such j that has not yet been used and repeat
the process for the next cycle. �

In the process of writing a permutation as a product of disjoint cycles, it was not actually

necessary to begin with the least i among all that have α(i) 6= i. Thus in S5 the cycles (123)

and (312) are the same permutation. We began with the least i for a standardized notation.

Also, under the operation of composition, disjoint cycles will always commute. Thus in S5,

(123)(45) = (45)(123).

Example 2.45 The permutations from Example 2.41 can be written in cycle notation as

α = (12)(34) and β = (234)(56). Write β ◦ β, α ◦ β, and β ◦ α as products of disjoint cycles

for practice. Note that α ◦ α = ε so we cannot write α ◦ α as a product of disjoint cycles.

For many reasons, including the space required to write them, cycles have become the

standard notation for permutations of a finite set. Unfortunately, the process of composing

permutations is trickier when they are written as cycles, so we will look at an example to

help illustrate the process.
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Example 2.46 Consider the permutations in S7, α = (135)(27) and β = (234)(156), each
written as a product of disjoint cycles.

To calculate α ◦ β, we first write the cycles in the correct order, α ◦ β =
(135)(27)(234)(156). Now beginning with 1 we follow where it maps through the cycles
from the rightmost cycle to the leftmost. Remember that if the number does not appear in
the cycle, it maps back to itself.

(135) (27) (234) (156)
1 maps to 5

5 maps to 5
5 maps to 5

5 maps to 1

Thus in α ◦ β, 1 maps to 1 and so 1 will not appear in a cycle. Doing the same with 2:

(135) (27) (234) (156)
2 maps to 2

2 maps to 3
3 maps to 3

3 maps to 5

Thus α◦β maps 2 to 5. Now when writing α◦β as a product of cycles, we continue where
2 ended. If you complete these steps you will find that 5 maps to 6, 6 maps to 3, 3 maps to
4, and 4 maps to 7. But since 7 maps to 2, the cycle is completed, so α ◦ β = (256347) and
1 maps to itself. You should try this process again to see why β ◦ α =(142736).

Consider now β◦β = (234)(156)(234)(156). To find (β◦β)(1) notice that (written shorter)

1→ 5→ 5→ 6→ 6

giving us (β ◦ β)(1) = 6. Following through we should find 6 mapping to 5 and 5 mapping

to 1 giving the first cycle (165). Then we begin a new cycle at 2 to get (243). Thus β ◦ β =

(165)(243). The more you practice these, the easier it will seem, so there are many examples

at the end of the chapter for you to try.

The inverse of a single cycle is actually easy to find. For α = (a1a2 · · · ak) its inverse is

found by writing the elements in the cycle in the reverse order, α−1 = (akak−1 · · · a1). We

need to simply “undo” any mapping of the original cycle. Using Theorem 1.24 we can see

that for β = (123)(567) in S7 we have β−1 = ((123)(567))−1 = (567)−1(123)−1 = (765)(321).

Since disjoint cycles commute we can also write β−1 = (321)(765).

A useful and interesting fact is seen in the next theorem. Note that it does not mention

the word disjoint.
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Theorem 2.47

For k > 1, every permutation in Sk can be written as a product (under the operation of
composition) of transpositions.

Proof Let k ∈ N with k > 1 and α ∈ Sk. If α is the identity permutation, then α = (12)(12)
and thus can be written as a product of transpositions. Assume now that α is not the
identity, so it can be written as a product of disjoint cycles by Theorem 2.44. For any cycle
β = (b1b2 . . . br) we can write β = (b1br)(b1br−1) . . . (b1b2) as a product of transpositions.
Thus writing each cycle in α as a product of transpositions gives us α as a product of
transpositions as well. �

There is no unique way to write a permutation as a product of transpositions,

since when k > 3 we can write (1234) in Sk as either (14)(13)(12), (32)(43)(41),

(12)(12)(14)(13)(12)(14)(41), or even as (56)(14)(13)(12)(56) if k > 5.

What is unique for (1234) is that when we write it as a product of transpositions, we

will always use an odd number of them. This gives rise to the definition of an even or odd

permutation. Note that the use of “product” always refers to composition.

Definition 2.48 Let k ∈ N, k > 1, and α ∈ Sk.

(i) α is even if it can be written as a product of an even number
of transpositions.

(ii) α is odd if it can be written as the product of an odd number
of transpositions.

The set of all even permutations of Sk is denoted by Ak.

Theorem 2.49

For k > 1, no permutation in Sk can be both even and odd.

Proof Let k > 1. Clearly, ε = (12)(12) so ε can be written with an even number of
transpositions. We will show by induction that for all t ≥ 0, ε cannot be written as a
product of 2t+ 1 transpositions, that is, ε must be even.

The base case for the induction has t = 0, so 2t+ 1 = 1. If we have ε = (ab) then we see
that ε(a) = b, so we do not actually have the identity function. Hence ε is not a product of
2(0)+1 transpositions.

Assume (for the induction hypothesis) we cannot write ε as a product of 2t + 1 trans-
positions for some t ≥ 0, and we will prove that we cannot write ε as a product of
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2(t + 1) + 1 = 2t + 3 transpositions. Suppose we had ε = s1s2 · · · s2t+3 where each si
is a transposition. Let b be some number from 1, 2, . . . , k that appears in one of the previ-
ous transpositions. Consider the last (rightmost in the product) transposition that contains
b, say sm. We will show how to rewrite ε to have the last occurrence of b move to the left.
Then repeating this we can move b to only appear in the first (leftmost) transposition. Let
sm−1sm = (ac)(bx).

• If (ac) and (bx) are disjoint they commute, so sm−1sm = (ac)(bx) = (bx)(ac).
• If b = a and x 6= c then sm−1sm = (ac)(bx) = (bc)(bx) = (xb)(xc).
• If b = c and x 6= a then sm−1sm = (ac)(bx) = (ab)(bx) = (xb)(xa).
• If x = c and b 6= a then sm−1sm = (ac)(bx) = (ax)(bx) = (ba)(ax).
• If x = a and b 6= c then sm−1sm = (ac)(bx) = (xc)(bx) = (bc)(cx).

In each of these cases, the occurrence of b has moved left by one transposition. If this
continued we would eventually have b only in the first transposition, a contradiction since
b must map to itself in ε.

The only other possibility that can occur is b = a, and x = c, or (ac) = (bx) so sm−1sm =
(ac)(ac) = ε. However, this allows us to reduce the number of transpositions used to write
ε by 2, and we have written ε with 2t + 1 transpositions, contradicting our induction
hypothesis.

Hence ε cannot be written with 2t + 3 transpositions. Thus we can say that ε is even,
and not odd.

Finally, we look at an arbitrary permutation α in Sk. Suppose α is both even and odd.
Then we can write α = β1β2 · · ·β2t and α = σ1σ2 · · ·σ2m+1 as products of transpositions.
Now using the fact that (ab)−1 = (ab) for a transposition and Theorem 1.24:

ε = αα−1 = (β1β2 · · ·β2t) (σ1σ2 · · ·σ2m+1)−1

= (β1β2 · · ·β2t) (σ1)−1 (σ2)−1 · · · (σ2m+1)−1

= (β1β2 · · ·β2t) (σ1σ2 · · ·σ2m+1)

This contradicts that ε is even since we have it written as a product of 2t + 2m + 1
transpositions and 2t+ 2m+ 1 is odd. Thus no permutation can be both even and odd. �

Example 2.50 Look again at the group S3 described in Example 2.40. We can write its
nonidentity elements with cycle notation as:

α = (12), β = (23), γ = (13), δ = (123), κ = (132)

So S3 = {ε, (12), (13), (23), (123), (132)}. Notice that (12), (13), and (23) are already
written as transpositions and are odd since the number 1 is odd. However, (123) = (13)(12)
and (132) = (12)(13) and thus are even.
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Write the permutation ω = (1234)(5678) ∈ S8 as a product of transpositions to determine

if ω is even or odd.

Consider the set H = {ε, (123), (132)} of the even permutations in S3. Is H a subgroup

of S3? Clearly, H 6= ∅ since (123) ∈ H. The Cayley table shows us that H is closed under

composition.

◦ ε (123) (132)

ε ε (123) (132)

(123) (123) (132) ε

(132) (132) ε (123)

Also from the table we see that ε−1 = ε, (123)−1 = (132) and (132)−1 = (123). Thus H

is a subgroup of S3. Will this always happen?

Theorem 2.51

For k > 1, Ak is a subgroup of Sk, called the Alternating Group on {1, 2, . . . , k}.

Proof Let k > 1 and define Ak = {α ∈ Sk : α is even}. Since the identity permutation ε
is always an even permutation, then ε ∈ Ak and so Ak 6= ∅. Suppose we have α, β ∈ Ak.
Thus α and β are even permutations, and say α is a product of 2n transpositions and
β is a product of 2m transpositions. Now α ◦ β is a product of 2n + 2m transpositions,
and 2n + 2m is an even number. Thus α ◦ β ∈ Ak and Ak is closed under composition.
Also for any α ∈ Ak, if α = t1t2 · · · t2n is written as a product of transpositions, then by
Theorem 1.24 we see:

α−1 = (t1t2 · · · t2n)−1 = (t2n)−1(t2n−1)−1 · · · t−11 = t2nt2n−1 · · · t1

Thus we have α−1 written with 2n transpositions. So α−1 ∈ Ak and Ak is closed under
inverses. Therefore Ak is a subgroup of Sk by Theorem 2.4. �

From Example 2.50 we find that A3 = {ε, (123), (132)}. But if we instead used all of

the odd permutations of S3, the set K = {(12), (13), (23)}, it should be clear that K is

not a subgroup of S3. What is interesting to notice, however, is that |K| = |A3|. The final

theorem of the chapter generalizes this idea.

Theorem 2.52

For any k > 1, |Sk| = k! and |Ak| = 1
2k!.
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Proof Let k > 1. The elements of Sk are defined as functions by their action permuting
the numbers 1, 2, . . . , k. To see how many there are, notice that for any α ∈ Sk, α(1) has k
choices, but once α(1) is chosen there are only k − 1 choices left for α(2). For each choice
of α(1) any of the k − 1 choices can be part of a permutation, so there are k(k − 1) many
ways to choose the answers to α(1) and α(2). Similarly, there are k − 2 choices for α(3),
. . . , 1 choice for α(k). Thus we have k(k−1)(k−2) · · · (1) = k! possible permutations. Thus
|Sk| = k!.

To see why |Ak| = 1
2k! we will show that the set of even permutations in Sk and the

set of odd permutations in Sk have the same cardinality. Let Bk denote the set of all odd
permutations from Sk. Define f : Ak → Bk by f(α) = (12) ◦ α. If α is even it is clear that
(12) ◦ α is odd, so f maps from Ak to Bk and we must show that f is a bijection.

Let α, β ∈ Ak so that f(α) = f(β). Thus we have (12) ◦ α = (12) ◦ β, but as Sk is a
group, the Cancellation Law (Theorem 1.27) tells us that α = β. Therefore f is one to
one. Finally, assume we have β ∈ Bk. Then (12) ◦ β is even, that is, (12) ◦ β ∈ Ak and
f((12) ◦ β) = (12) ◦ (12) ◦ β. However, (12) ◦ (12) = ε so we have f((12) ◦ β) = β. Thus f
is onto, and is a bijection. Since Sk = AK ∪ Bk and Ak ∩ Bk = ∅, then by one of our facts
about sets from Chapter 0, |Sk| = |Ak| + |Bk| = 2 |Ak|. Thus |Ak| = 1

2k! as we wished to
prove. �

Example 2.53 There are many interesting facts about permutation groups, but one that
will be referenced later is: any subgroup H of S5 containing a 5-cycle and a transposition
must be all of S5. To see why this is true, consider any 5-cycle α = (a1a2a3a4a5) (each
ai ∈ {1, 2, 3, 4, 5}) and the transposition (a1a3), and suppose they are in our subgroup H.
We can calculate the following which must be in H:

product result
α(a1a3)α−1 (a2a4)
α(a2a4)α−1 (a3a5)
α(a3a5)α−1 (a1a4)
α(a1a4)α−1 (a2a5)

Now we have both (a2a4) and (a1a4) in H, and thus we know (a2a4)(a1a4)(a2a4) = (a1a2)
is in H as well. Repeating the process with α and (a1a2), we find the following also in H:

product result
α(a1a2)α−1 (a2a3)
α(a2a3)α−1 (a3a4)
α(a3a4)iα−1 (a4a5)
α(a4a5)α−1 (a1a5)

As every permutation in S5 can be found as a product of these ten transpositions,H = S5.

This can be repeated for any 5-cycle and transposition, giving us the result we want.
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People in Mathematics

Winifred
Edgerton

Merrill

Winifred Edgerton Merrill (1862−1951) was the first

woman to be awarded a PhD in Mathematics in the

United States. Her struggle for permission to study

as well as to have her degree approved helped in ex-

panding educational opportunities for women. “She

opened the door” is inscribed below her portrait at

Columbia University. See more about her in [50], [49],

[20], [57], and [58], and online at [1] and [43].

Merrill was born in Wisconsin and educated by

private tutors, with a passion for astronomy and

mathematics. She graduated from Wellesley College

in 1883, and calculated the orbit of the Pons-Brooks

comet, with data from Harvard’s observatory, while

teaching at a school in New York City.

Merrill wanted to to continue in astronomy, and

asked for access to the Columbia University tele-

scopes. Unfortunately women were not admitted for

graduate work at that time, but in 1884 the board of

trustees made an exception for her based on her pre-

vious work, allowing her to use the telescope while

a laboratory assistant. It was clearly stated this was

an exception, and they would not be admitting women for graduate degrees.

Merrill was allowed to study for courses, but not attend lectures, as it would be disturbing

to the male students. She still passed all of the needed exams, and in 1886 completed her

thesis. Once it was accepted by the board of trustees, Merrill became the first woman to

earn a PhD in Mathematics in the United States. The graduation ceremony is remembered

for the incredible two minutes of cheering as she was given her diploma.

Merrill became principal of the school where she had been teaching and turned down the

opportunity to be a professor at Wellesley College, as she was about to be married. Merrill

worked as a member of the committee that founded Barnard College, and later founded

Oaksmere School for Girls. She stayed involved in education until her death in 1951.

Winifred Edgerton Merrill was honored by both Columbia and Wellesley in 1933 when

her portrait was given to Columbia by Wellesley which included the inscription “She opened

the door.” She continues to be honored every year when the Columbia Alumni Association

and the university celebrate all women graduates in a conference, “She Opened the Door:

Columbia University Women’s Conference.”
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Exercises for Chapter 2

Section 2.1 Subgroups

In exercises 1− 14, either prove that the set H is a subgroup G, or find a counterexample

to show that H fails to be a subgroup of G.

1. {0, 3, 6, 9} in (Z12,+12).

2. {0, 3, 6, 9} in (Z10,+10).

3. {0, 2, 4, 6} in (Z7,+7).

4. {0, 2, 4, 8, 16} in (Z18,+18).

5. {1, 2, 4, 8} in (U(15), ·15).

6. {1, 3, 9} in (U(16), ·16).

7. {(0, 0), (0, 2), (1, 0), (1, 2)} in Z2 × Z4 under the operation using +2 in the first coor-

dinate and +4 in the second coordinate.

8. {n3 : n ∈ Z} in (Q,+).

9. { 1n : n ∈ Z, n 6= 0} in (Q∗, ·) (Q∗ is the nonzero rational numbers).

10. {3n : n ∈ Z} in (Z,+).

11. {3 + n : n ∈ Z} in (Z,+).

12.
{[

a b

−b −a

]
: a, b ∈ R

}
in M2(R) under usual addition of matrices.

13. {x2 : x ∈ R} in (R,+). (Note that x2 means usual multiplication.)

14. {x2 : x ∈ R+} in (R+, ·). (Note that x2 means usual multiplication, and R+ is the set

of positive real numbers.)

15. Let G be a group, and define the set {a ∈ G : a2 = eG}. Prove: If G is abelian then

H is a subgroup of G. Where does your proof break down if we do not know G is

abelian?

16. Prove Theorem 2.7.

Section 2.2 Cyclic Groups

In exercises 17 − 26, find all cyclic subgroups of the given group G and prove or disprove

that G is a cyclic group.

17. (U(20), ·20).

18. (U(15), ·15).

19. (U(7), ·7).

20. (U(12), ·12).

21. (U(30), ·30).
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22. (U(10), ·10).

23. (U(9), ·9).

24. (Z2 × Z3, ∗).
25. (Z2 × U(5), ∗).
26. (U(8)× U(8), ∗).

27. Let G denote an arbitrary group with a, b ∈ G. Prove: If a = bk for some integer k,

and ord(a) = ord(b) = n for some n ∈ N, then 〈a〉 = 〈b〉.
28. We needed finite order elements in the previous exercise! In the group Z under usual

addition, find nonzero integers a and b with a = bk for some nonzero integer k, both

a and b of infinite order, but 〈a〉 6= 〈b〉.
29. Find two integers 1 ≤ a ≤ 5, 1 ≤ b ≤ 5 for which 〈a〉 = 〈b〉 is true in one of the groups

(U(7), ·7) or (Z6,+6) but is false in the other group.

30. Prove: If G is a cyclic group, then G is abelian.

31. Let G and K be groups. Prove: If G×K is cyclic, then both G and K must be cyclic.

32. Prove (ii) of Theorem 2.18.

33. Consider the group of functions =(R) under addition of functions. Determine the

elements of the cyclic subgroup 〈f〉 where f(x) = x− 1.

Section 2.3 Homomorphisms

In exercises 34− 40, either prove or disprove that the function f is a homomorphism.

34. f : Z8 → Z4 defined by f(x) = (2x)(mod4). (Note: 2x means usual multiplication.)

35. Let n ∈ N with n > 1, f : Z→ Zn defined by f(x) = x(modn).

36. f : Z→ Z defined by f(x) = 4x. (Note that 4x means usual integer multiplication.)

37. f : R→ R defined by f(x) = x2 + 1.

38. f : Z→ Z defined by f(x) = x3.

39. f : R+ → R+ defined by f(x) = 1
x . (Recall that R+ is the set of positive real numbers.)

40. f : M2(R)→ R defined by f

([
a b

c d

])
= a+ b.

41. Use PMI to prove (iii) of Theorem 2.24.

42. Prove (iv) of Theorem 2.24.

43. Prove (i) of Theorem 2.27.

44. Prove (ii) of Theorem 2.27.

45. Suppose G and K are groups and f : G → K is a homomorphism. Define the set

f(G) = {y ∈ K: there is some a ∈ G with f(a) = y}. Prove that f(G) is a subgroup

of K.

46. Suppose that f : G → K and g : K → H are homomorphisms of the groups G, K,

and H. Prove that the function g ◦ f is a homomorphism from G to H.
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47. Let G and K be groups and f : G→ K be an isomorphism. Prove: G is cyclic if and

only if K is cyclic.

48. Let G and K be groups and f : G→ K be a homomorphism. Prove or disprove: If G

is cyclic then K is cyclic.

49. Prove (i) of Theorem 2.29.

Sections 2.4 and 2.5 Permutation Groups

In exercises 50− 54, prove or disprove that the function f : A→ A is a permutation of the

set A.

50. Let A = {x ∈ R : x 6= 0, 1}. f : A→ A defined by f(x) = 1− 1
x .

51. Let A = {x ∈ R : x 6= 0, 1}. f : A→ A defined by f(x) = x
x−1 .

52. f : {0, 1, 2, 3, 4} → {0, 1, 2, 3, 4} defined by f(x) = x3(mod5), where x3 denotes usual

integer multiplication.

53. f : {0, 1, 2, 3, 4, 5} → {0, 1, 2, 3, 4, 5} defined by f(x) = (x + 2)(mod6), where x + 2

denotes usual integer addition.

54. f : {0, 1, 2, 3, 4, 5, 6} → {0, 1, 2, 3, 4, 5, 6} defined by f(x) = x2(mod7), where x2 de-

notes usual integer multiplication.

55. Prove: If f : A → B, g : B → C, and h : C → D are functions, then h ◦ (g ◦ f) =

(h ◦ g) ◦ f .

56. Show that in Sk (k > 1) two disjoint cycles will commute. That is, if α = (a1a2 . . . an)

and β = (b1b2 . . . bm) are cycles with {a1, a2, . . . , an} ∩ {b1, b2, . . . , bm} = ∅, then

α ◦ β = β ◦ α.

In exercises 57 − 64, use the given permutations α and β in Sn to write the requested

permutations as products of disjoint cycles.

57. α, β ∈ S7 defined in Example 2.45, find α ◦ α, β ◦ β, α ◦ β, and β ◦ α.

58. α = (127)(38)(456) and β = (23568)(147) in S8, find α ◦ α, β ◦ β, α ◦ β, and β ◦ α .

59. α = (1254)(36) and β = (14678) in S8, find α ◦ α, β ◦ β, α ◦ β, and β ◦ α.

60. α = (234)(567) and β = (2358)(147) in S8, find α2, α−1, α ◦ β, and β ◦ α−1.

61. α = (1356) and β = (124)(35) in S6, find α2, β−1, α ◦ β, and β−1 ◦ α.

62. α = (15)(278)(34) and β = (12)(368) in S8, find α2 ◦ β, β−1 ◦ α, α−2 ◦ β, and β−3.

63. α = (468) and β = (1234)(58) in S8, find α2 ◦ β, β−1 ◦ α, α−2 ◦ β, and β−3.

64. α = (2367)(15) and β = (1467)(23) in S7, find α3, β ◦ α2, α−1 ◦ β2, and β ◦ α.
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In exercises 65− 72, write ω as a product of transpositions to determine if ω is even or odd.

65. ω = (1234)(5678) ∈ S8.

66. ω = (23456)(17) ∈ S8.

67. ω = (135)(2678) ∈ S8.

68. ω = (123)(456)(789) ∈ S9.

69. ω = (2345678) ∈ S8.

70. ω = (13)(2468) ∈ S8.

71. ω = (14)(356) ∈ S7.

72. ω = (143)(2578)(69) ∈ S9.

73. Find an odd permutation of S8 which (when written as a product of disjoint cycles)

includes a cycle of length 5. What is its order?

74. Write the permutation ω = (1234)(678) ∈ S8 as a product of transpositions

two different ways. Be sure to check that the product of the transpositions really

does give you the same permutation.

75. Write the permutation ω = (127)(348)(56) ∈ S8 as a product of transpositions

two different ways. Be sure to check that the product of the transpositions really

does give you the same permutation.

76. Write the permutation ω = (13)(456)(27) ∈ S7 as a product of transpositions

two different ways. Be sure to check that the product of the transpositions really

does give you the same permutation.

77. Prove: For any k > 1, a cycle in Sk of length m > 1 is even (as a permutation) if and

only if m is odd (as an integer).

78. Prove: For any k > 1 and any permutation α ∈ Sk, α2 must be an even permutation.

79. Prove: If k ≥ 3 and α ∈ Sk is a cycle of length 3, such as α = (a1a2a3), then

ord(α) = 3.

80. Let k > 1 and α ∈ Sk be a cycle of length m > 1. Prove: α2 is a cycle if and only if

m is odd.

81. Find permutations α and β in some Sk where ord(αβ) = ord(α)ord(β).

82. Find permutations α and β in some Sk where ord(αβ) 6= ord(α)ord(β).

83. Prove: If two disjoint cycles α of length m and β of length n are in Sk, then ord(αβ)

is the least common multiple of m and n.
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Projects for Chapter 2

Project 2.1

Fill in the blanks for the following proof.

1. Let G be a group with identity eG, and FIX the element a0 ∈ G for the rest of this
problem. Define H = {x ∈ G : xa0 = a0x}.
Prove: H is closed under inverses.

Let x ∈ H. We need to show that ∈ H, or in other words that
= . Consider the element x(x−1a0) from G. Using ,

x(x−1a0) = ( ) . Since xx−1 = we have x(x−1a0) = a0. Now
look at x(a0x

−1) in G. Similarly, we have x(a0x
−1) = ( ) . Since

x ∈ H we can say that = , so then x(a0x
−1) = . Using

again we get x(a0x
−1) = ( ), so by the definition

of inverses we have = a0. Since both elements x(x−1a0) and x(a0x
−1) equal a0

we have that = , so using the cancellation law, =
as we needed to prove.

2. Is the set H previously defined also a subgroup of G? Justify your answer!
3. Prove: If G is abelian then H = {x ∈ G : x = x−1} is a subgroup of G.

Assume that , and defineH = {x ∈ G : x = x−1}. We need to show
that . The identity of G, eG, has the property that e−1G = ,
so and H 6= ∅.

Suppose that a, b ∈ H. We need to show that ∈ H. Now by Theorem
, we know that (ab)−1 = b−1a−1. But G is abelian so we know . Since

a and b are from H, we know , so then (ab)−1 = ab. Therefore, .
Suppose now that a ∈ H, and we will show that a−1 ∈ H. Since , a−1 ∈ H

as well. Therefore, H is a subgroup of G.

Project 2.2

Consider the group (U(15), ·15) for this project.

1. Find the elements of U(15) and create the Cayley table for U(15).
2. For each element a ∈ U(15), find the cyclic subgroup generated by a, 〈a〉.
3. Is U(15) a cyclic group? (Why or why not?)
4. Calculate powers to find ord(2), ord(11), and ord(7) in U(15). Do you notice anything

interesting relating the cyclic subgroups and orders of the elements?
5. Many students assume that they can find all subgroups of a group when they compute

the cyclic subgroups. To see this is incorrect, consider the set H = {1, 4, 11, 14}. Create
the Cayley table for H and explain why it is a subgroup of U(15) that is not cyclic.

6. Can you find any other subgroup of U(15) that is not cyclic and different from H?
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Project 2.3

(This was originally published in PRIMUS; see [37] for more.) An important part of the
definition for a direct product of groups (see Definition 1.33) is that the operation must
act component-wise, with no interaction between the components. To illustrate this we will
look at the two groups Z × Z3 and Z ◦ Z3. Both of these groups have exactly the same
elements, {(a, b) : a ∈ Z, b ∈ Z3}. We use the component-wise operation on Z × Z3 with
(a, b) ∗ (x, y) = (a+ x, b+3 y).

The group Z ◦Z3 has a special operation defined as follows. See Projects 1.4 and 1.5 for
more about such operations.

(a, b) ◦ (x, y) = (a+ x+ c, b+3 y) with c =

{
0 if b+ y < 3

1 if b+ y > 3

1. Find a nonidentity element of Z×Z3 with finite order and an element of infinite order.
Be sure to explain why they have the correct orders.

2. Explain why an infinite cyclic group cannot have a nonidentity element of finite order.
What can we conclude from question 1?

3. Consider the element x = (−1, 2) ∈ Z ◦ Z3. Using the correct operation compute the
elements x2, x3, x4, x5, x6. Do you see a pattern? (If not, calculate more powers of x.)

4. For any positive integer m, determine what power n will give:
(−1, 2)n = (−m, 0)
(−1, 2)n = (−m, 1)
(−1, 2)n = (−m, 2)

5. Find the inverse of x = (−1, 2) in Z◦Z3; that is, find x−1. The identity in both groups
is (0,0).

6. Continue with the element x = (−1, 2) in Z◦Z3. Using the correct operation compute
the elements x−2, x−3, x−4, x−5, x−6. (Remember that x−n = (x−1)n.) Do you see a
pattern?

7. For any positive integer m, determine what power n will give:
(−1, 2)n = (m, 0)
(−1, 2)n = (m, 1)
(−1, 2)n = (m, 2)

8. Explain why questions 4 and 7 tell us that Z ◦ Z3 is a cyclic group.
9. Explain why Z×Z3 and Z ◦Z3 cannot be different ways of denoting the same group.
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Project 2.4

The group Z2×Z5 is the set of ordered pairs (m, k) with m ∈ Z2 and k ∈ Z5. Its operation
is (m, k) ∗ (u, v) = (m+2 u, k +5 v).

1. Circle all of the logical flaws in the following “proof,” and explain why any circled
step is incorrect. Remember to look at the logic of each step to see if it follows from
the previous steps, but a mistake does not make each step following it incorrect.

Proposition : If G is a cyclic group and |G| = 10, then G ∼= Z2 × Z5.

Proof: Assume that G is a cyclic group with exactly ten elements, and let G = 〈a〉, so
G =

{
eG, a, a

2, a3, a4, a5, a6, a7, a8, a9, a10
}

.

Define the function f : Z2 × Z5 → G by f(m, k) = a5m+k. The number 5m + k is
found with usual addition and multiplication on Z.

Claim: f is one to one.
Suppose we have (m, k), (u, v) ∈ Z2 ×Z5 with (m, k) = (u, v), then m = u and k = v.
Thus 5m = 5u, so 5m+ k = 5u+ v. Therefore, a5m+k = a5u+v and f(m, k) = f(u, v).

Claim: f is onto.
Suppose x ∈ G. We know x = an for some integer 0 ≤ n ≤ 9. Using the division
algorithm we can write n = 5m + k with m, k ∈ Z and 0 ≤ k < 5. Since the distinct
powers of a have n < 10, we must have m = 0 or m = 1. Thus x = a5m+k with m ∈ Z2

and k ∈ Z5. Thus we have found (m, k) ∈ Z2 × Z5 with f(m, k) = x as needed.

Claim f is a homomorphism.
Let (m, k), (u, v) ∈ Z2 × Z5. Then f((m, k) ∗ (u, v)) = f(m +2 u, k +5 v) =
a5(m+2u)+(k+5v), and f(m, k)f(u, v) = a5m+ka5u+v = a5(m+u)+(k+v), so we have
f((m, k) ∗ (u, v)) = f(m, k)f(u, v).
Therefore, f is an isomorphism and the groups are isomorphic.

2. Is the Proposition true? If so find a correct proof, but if not find a counterexample.



Projects for Chapter 2 81

Project 2.5

Consider an equilateral triangle.

1

3 2

There are six ways we can move the triangle that will not effect its appearance.

• a: Rotate the corners clockwise one position.
• b: Rotate the corners clockwise two positions (or counter-clockwise one position).
• c: Flip the triangle over the vertical line through the top vertex (1).
• d: Flip the triangle over the diagonal line through the vertex to the left (3) and which

bisects the opposite side.
• e: Don’t move it at all.
• f : Flip the triangle over the diagonal line through the vertex to the right (2) and

which bisects the opposite side.

Consider the vertices labeled clockwise from the top, 1, 2, 3, as shown. Each motion

previously described defines a permutation of the set A = {1, 2, 3}, denoted by

(
1 2 3
a b c

)
with the bottom row giving the position the vertex ended in. For example, b =

(
1 2 3
3 1 2

)
.

1. Write each of the motions in permutation notation.

a = b = c =
d = e = f =

2. Create the Cayley table for SA under the operation of composition.
3. Determine the inverse for each element.

a−1 = b−1 = c−1 =
d−1 = e−1 = f−1 =

4. Find each of the following elements in SA.

a−1bc−1 = f−1db =
(bcd)−1 = (c−1d)(cf−1) =
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Project 2.6

Consider a square as follows:

1 2

4 3

There are eight possible motions of the square. (Three of them will involve rotating.) We
will denote the set of motions by G = {a, b, d, c, e, f, g, h}.

1. Describe each motion of the square in permutation notation as we did for the triangle
in Project 2.5. Also describe each motion in words.

a = e =
b = f =
c = g =
d = h =

2. Create the Cayley table for this group under composition.
3. Is this the same as S4?
4. Now consider the symmetries of a rectangle (which is not a square). Describe each

motion both in words, and in permutation notation as in #1. Then find the Cayley
table for the symmetries as was done for the square.

5. How does this group of symmetries relate to the symmetries of a square? Why does
this correspondence occur?
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Project 2.7

Consider the following permutations in (S7, ◦).

α =

(
1 2 3 4 5 6 7
4 7 1 3 2 5 6

)
β =

(
1 2 3 4 5 6 7
7 3 2 4 6 5 1

)

γ =

(
1 2 3 4 5 6 7
3 4 5 7 1 6 2

)
1. Write each of the following permutations as a product of disjoint cycles.

α = β = γ =
α−1 = β−1 = γ−1 =

2. Write each of the following permutations as a product of disjoint cycles.

αβγ = α2γ = γα−1β =

3. Write each of the permutations α, β, and γ, as a product of transpositions and deter-
mine if it is even or odd.

α = β = γ =

4. Let ε denote the identity permutation in S7, and determine if G = {ε, α, β, γ} is a
subgroup of S7. Either prove that it is or show how one of the properties fails to hold.

Project 2.8

Given a subset A of a group G, we say A generates G if every element of G can be written
as a product of powers of members of A.

For example, consider the group Z2 × Z2 = {(0, 0), (0, 1), (1, 0), (1, 1)} with the usual
operation (a, b) ∗ (u, v) = (a +2 u, b +2 v). This group is not cyclic as seen after Example
2.14. But if we look at the set A = {(1, 0), (0, 1)}, then (using the given operation when it
refers to “product”) we see the following:

(0, 0) = (1, 0) ∗ (1, 0) (1, 0) = (1, 0)1

(0, 1) = (0, 1)1 (1, 1) = (1, 0) ∗ (0, 1)
Thus each element can be written as a product of powers of elements of A. Thus the set

A = {(1, 0), (0, 1)} generates Z2 × Z2.
Now consider as our group, (Sk, ◦) for the rest of this project and assume k > 3.

1. Explain why the set of all transpositions generates Sk.
2. Show that the set T = {(1m) : 2 ≤ m ≤ k} generates Sk.
3. Find a permutation in S5 that cannot be found as a composition of cycles of length

3, showing that we cannot use the set of all 3-cycles to generate S5.
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Project 2.9

Consider the groups G = Q∗ (the nonzero rational numbers) under the operation of
multiplication, and K = Z under the operation of addition. Note that every element of
G can be written as a

b where a, b ∈ Z − {0}. Thus as integers we can find their greatest
common divisor, gcd(a, b), which is an integer and evenly divides both a and b.

Define the function f : G→ K by f
(
a
b

)
= a−b

gcd(a,b) .

1. Show that the following function is well-defined, by showing that for a, b, n ∈ Z−{0},
we have f

(
na
nb

)
= f

(
a
b

)
.

2. One property of a homomorphism that turns out to be very useful is that f(eG) = eK .
This is part of Theorem 2.24. Show that the previously defined function does in fact
have this property (even though we do not know if it is a homomorphism yet).

3. Another critical property from Theorem 2.24 is that for any a ∈ G we have f(a−1) =
(f(a))−1. Again, show that the previously defined function does in fact have this
property (even though we do not know if it is a homomorphism yet). Remember that
we have a ∈ Q∗ so a = u

v for u, v ∈ Z− {0}.
4. Show that f is NOT a homomorphism, with a counterexample.

It is important to realize that the two previously discussed properties do not guar-
antee that a function is a homomorphism, but, can help show a function is not a
homomorphism.

5. Using the same two groups, consider the function g : G → K defined by g(ab ) =
ab

(gcd(a,b))2 . Show that both of the properties in 2 and 3 actually fail. Thus we auto-

matically know the function is not a homomorphism.



Chapter 3
Quotient Groups

The idea of creating new groups out of previously defined ones is very natural, as we saw

in Definition 1.33, but Quotient Groups do not always seem natural when first introduced.

Quotient groups are not only useful for understanding group structures, but with them we

can describe all possible groups K for which an onto homomorphism f : G→ K exists.

3.1 Cosets

For all that we do here, G denotes a group and H a subgroup of G.

Definition 3.1 Assume a ∈ G:

(i) A left coset of H in G is a set of the form aH = {ax : x ∈ H}.
(a+H is used if the operation on G is additive.)

(ii) A right coset of H in G is a set of the form Ha = {xa : x ∈ H}.
(H + a is used if the operation on G is additive.)

Note that ax and xa are calculated using the operation in G.

Example 3.2 Let G denote the group (Z12, +12). We know H = {0, 4, 8} is a subgroup of
G since H = 〈4〉. The left cosets of H in G are:

0 +H = {0, 4, 8} 1 +H = {1, 5, 9} 2 +H = {2, 6, 10} 3 +H = {3, 7, 11}
4 +H = {4, 8, 0} 5 +H = {5, 9, 1} 6 +H = {6, 10, 2} 7 +H = {7, 11, 3}
8 +H = {8, 0, 4} 9 +H = {9, 1, 5} 10 +H = {10, 2, 6} 11 +H = {11, 3, 7}.
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Example 3.3 Let G denote the group (S3, ◦). H = {ε, (12)} = 〈(12)〉 is a subgroup of G.
The left cosets of H in G are:

εH = {ε, (12)} (13)H = {(13), (123)}
(23)H = {(23), (132)} (12)H = {(12), ε}
(123)H = {(123), (13)} (132)H = {(132), (23)}.

In each of the previous examples we used left cosets. We could have used right cosets

instead, but we must choose to use only left or only right cosets in a problem. Most of the

theorems dealing with cosets (in this chapter) will be stated using left cosets.

There are several interesting properties to notice about the cosets found in the previous

examples. There are repeated cosets, two cosets are either disjoint or equal, all have the

same cardinality, and more.

Theorem 3.4

Let G be a group and H a subgroup of G.

(i) For all a ∈ G, |aH| = |H|.
(ii) For all a, b ∈ G, either aH = bH or aH ∩ bH = ∅.
(iii)

⋃
a∈G aH = G.

This theorem tells us the left cosets of H form a partition of G as in Definition 0.11.

Proof Let G be a group and H a subgroup of G.

(i) Let a ∈ G. We want to show that the coset aH has the same cardinality as H, thus
by Theorem 0.16 we need to find a bijective function from H to aH.

Define f : H → aH by f(x) = ax for every x ∈ H.

To show that f is one to one, let x, y ∈ G with f(x) = f(y); in other words, ax = ay.
Since a, x, y ∈ G by the Cancellation Law (Theorem 1.27), x = y, and so f is one to one.

To show that f is onto, let z ∈ aH. Thus z = ah for some h ∈ H. Now we see that
f(h) = ah = z so f is onto. As f is a bijection, |aH| = |H|.

(ii) Let a, b ∈ G. We must show that either aH = bH or aH ∩ bH = ∅. To prove a
statement of the form “u or v” it is equivalent to prove “if not v then u.” Hence we will
assume that aH ∩ bH 6= ∅, and we need to prove that aH = bH, which will be done with
subsets.
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(⊆) Let y ∈ aH, and thus y = aq for some q ∈ H. Since aH ∩ bH 6= ∅, there is some
element x ∈ aH ∩ bH. Now x = ah and x = bk for some h, k ∈ H. As ah = bk, we have
a = bkh−1 so y = aq(bkh−1)q = b(kh−1q). Since H is a subgroup of G with h, k, q ∈ H,
kh−1q ∈ H, and thus we have y ∈ bH and aH ⊆ bH.

(⊇) You should verify aH ⊇ bH for practice. Thus aH = bH as needed.

(iii) This part of the theorem follows very quickly from the fact that the identity eG is
in H. For any x ∈ G, x = xeG and so x ∈ xH. Thus x ∈

⋃
a∈G aH, so G ⊆

⋃
a∈G aH.

Since each coset aH is a subset of the group G, it is clear that
⋃
a∈G aH ⊆ G, and therefore⋃

a∈G aH = G. �

Looking back at Example 3.3, we notice that every coset has exactly two elements, the

same as H, following (i) of Theorem 3.4. Also notice (132) ∈ (23)H and (23)H = (132)H,

which illustrates (ii).

Example 3.5 The fact that H is a subgroup of G when we define cosets is critical for (ii)
in Theorem 3.4. Again, consider G to be (Z12, +12) and the set H = {2, 9, 11}. H is not a
subgroup of G, so consider what “cosets” it might make:

0 +H = {2, 9, 11} 1 +H = {3, 10, 0} 2 +H = {4, 11, 1} 3 +H = {5, 0, 2}
4 +H = {6, 1, 3} 5 +H = {7, 2, 4} 6 +H = {8, 3, 5} 7 +H = {9, 4, 6}
8 +H = {10, 5, 7} 9 +H = {11, 6, 8} 10 +H = {0, 7, 9} 11 +H = {1, 8, 10}.

Clearly, (ii) of Theorem 3.4 fails. We see that 0 ∈ 1+H and 0 ∈ 3+H so (1+H)∩(3+H) 6=
∅, but (1 +H) 6= (3 +H).

The properties in Theorem 3.4, as well as those of the next theorem, will help us when

we need to calculate cosets. Consider the group G to be (Z10, +10) and the subgroup

H = 〈2〉. Notice that 0 +H = {0, 2, 4, 6, 8}. Thus property (ii) in Theorem 3.4 tells us that

2 +H = 0 +H, since 2 is a member of both cosets! Similarly, we need not calculate 4 +H,

6 + H, or 8 + H since they must be the same as 0 + H. Now 1 + H = {1, 3, 5, 7, 9}, so in

the same way 1 + H = 3 + H = 5 + H = 7 + H = 9 + H. Thus to find the cosets of H in

Z10, we only had to calculate two cosets, namely 0 +H and 1 +H.

Theorem 3.6

Let G be a group and H a subgroup of G. Let a, b ∈ G.

(i) aH = bH if and only if a ∈ bH.
(ii) aH = bH if and only if b−1a ∈ H.
(iii) aH = H if and only if a ∈ H.
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Proof Assume H is a subgroup of G and a, b ∈ G. Recall that in the proof of Theorem 3.4
we showed x ∈ xH for all x ∈ G.

(i) Assume first that aH = bH. We know that a ∈ aH, but we assumed that aH = bH, so
clearly a ∈ bH. Conversely, assume that a ∈ bH. As a ∈ aH as well, we have a ∈ aH ∩ bH.
Thus by Theorem 3.4 aH = bH.

(ii) Suppose aH = bH again. From (i) we know that a ∈ bH, so there is h ∈ H with
a = bh. As a, b, h ∈ G we multiply by b−1 to get b−1a = h. Thus b−1a ∈ H. Conversely,
assume that b−1a ∈ H. Then b(b−1a) ∈ bH, but by associativity we have a ∈ bH. Hence
aH = bH by (i).

(iii) This follows immediately from (i) if we assume that b = eG. It is clear that eGH = H,
so by (i) we have aH = eGH if and only if a ∈ eGH, or a ∈ H. �

Example 3.7 Consider the group (Q∗, ·), the nonzero rational numbers under multiplication.
The set H = {2n : n ∈ Z} = 〈2〉 is a subgroup.

To decide if two elements determine the same coset, we will use Theorem 3.6. Let a = 3
8

and b = 6.

b−1a = 1
6 ·

3
8 = 1

16 = 2−4

Thus we have b−1a ∈ H so 3
8H = 6H. Consider instead c = 1

6 .

c−1a = 6 · 38 = 9
4

But 9
4 /∈ H, so 3

8H 6=
1
6H. Notice that since c = b−1, we cannot assume bH = b−1H!

Example 3.8 Consider the group U(21) = {1, 2, 4, 5, 8, 10, 11, 13, 16, 17, 19, 20}. A subgroup

is H = 〈4〉 = {1, 4, 16}, and so 1H = 4H = 16H. We don’t yet know 2H, so we calculate

2H = {2, 8, 11} = 8H = 11H. Again, looking for one not yet defined, we get 5H =

{5, 20, 17} = 20H = 17H. We still need to find cosets with 10, 13, and 19 as elements. Of

course, 10H = {10, 19, 13} = 13H = 19H. Thus we only need to compute 1H, 2H, 5H, and

10H to be sure all cosets are found.

The most important theorem of this section relates the cardinality of a subgroup, |H|,
in a finite group to the cardinality of the group, |G|, and uses cosets in the proof.

Theorem 3.9

Lagrange’s Theorem Let G be a finite group, and H a subgroup of G. Then |H| must evenly
divide |G|.

The quotient of these numbers is called the index of H in G, written [G : H] = |G|
|H| .
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Proof Assume that G is a finite group and that H is a subgroup of G. By Theorem 3.4 we
know that

⋃
a∈G aH = G. But since G is finite, this can be written as a finite union.

G = a1H ∪ a2H ∪ · · · ∪ anH

Again, by Theorem 3.4, any two cosets are either equal or disjoint. Hence we eliminate
those that are repeats of other cosets, and we have a disjoint union.

G = a1H ∪ a2H ∪ · · · ∪ arH

Rules about finite disjoint sets discussed in Chapter 0 help us calculate |G|.

|G| = |a1H|+ |a2H|+ · · ·+ |arH|

By Theorem 3.4 we know |aiH| = |H| for each i, so we can write |G| = r |H|. Since r is
a positive integer, |H| evenly divides |G|. �

Look back at Example 3.3. We know that |S3| = 6 and for our subgroup |H| = 2. Thus

we see that |H| evenly divides |S3|. Also Lagrange’s Theorem tells us that there cannot

exist a subgroup of S3 with exactly four elements, since 4 does not evenly divide 6.

Notice in the previous proof the number of distinct cosets, r, is equal to the index [G : H].

This fact will frequently be useful. Even with an infinite group G we will use (the index)

[G : H] to denote the number of cosets created by a subgroup H. But if G is infinite, there

may be an infinite number of cosets. There are many consequences of Lagrange’s Theorem,

but we will only mention a few. Several parts of the next theorem are left as exercises at

the end of the chapter.

Theorem 3.10

Consequences of Lagrange’s Theorem Let G denote a finite group.

(i) If a ∈ G then ord(a) evenly divides |G|.
(ii) If a ∈ G and |G| = n then an = eG.
(iii) If |G| is prime then G is a cyclic group.
(iv) If |G| is prime then {eG} and G are the only subgroups of G.

Proof Let G denote a finite group.

(i) Suppose a ∈ G and let H = 〈a〉. Then H is a subgroup of G by Theorem 2.9. By
Lagrange’s Theorem |H| must evenly divide |G|, but by Theorem 2.18 |H| = ord(a). Thus
ord(a) evenly divides |G|. Proofs of parts (ii), (iii), and (iv) are left as exercises at the end
of the chapter, and each part uses (i) in the proof. �
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Example 3.11 The previous theorem tells us that if we have a group G with |G| = p for a
prime number p, we can say by (iii) that G must be cyclic. But then by Theorem 2.29 we
know that G ∼= Zp (using the operation of +p on Zp).

Also by (i), for any element a ∈ G with a 6= eG, ord(a) must evenly divide p (which is
prime). The only orders possible for a are 1 and p, but since a 6= eG then ord(a) = p. Thus
by Theorem 0.16, G = 〈a〉. But a was any nonidentity element of G, which tells us that
every nonidentity element can be used to generate G.

Consider (Z5, +5). Clearly, 5 is prime so we should find that all of 〈1〉, 〈2〉, 〈3〉, 〈4〉 will
equal Z5. We can easily check this by computing the cyclic subgroups.

〈1〉 = {1, 2, 3, 4, 0} 〈2〉 = {2, 4, 1, 3, 0}
〈3〉 = {3, 1, 4, 2, 0} 〈4〉 = {4, 3, 2, 1, 0}

Example 3.12 We can use Theorem 3.10 to show that only two nonisomorphic groups of order
4 actually exist. Suppose we consider a group G with exactly 4 elements, G = {eG, a, b, c}.
For each x ∈ G we know ord(x) must be 1, 2, or 4 by Theorem 3.10 (i). The only element
of order 1 is eG, so we must look more closely at the other three elements, a, b, and c.

If ord(a) = 4 then by Theorem 2.18, |〈a〉| = 4. But we know 〈a〉 ⊆ G, and these finite
sets have the same size, so by Theorem 0.16, G = 〈a〉. Thus G is a cyclic group, and
by Theorem 2.29 G is isomorphic to Z4. Similarly, if either b or c has order 4, then G is
isomorphic to Z4.

Now consider the only other possibility, that each of a, b, c has order 2. This tells us that
aa = eG, bb = eG, and cc = eG. According to Theorem 1.27 ab 6= a, ab 6= b, ab 6= eG,
ba 6= a, ba 6= b, and ba 6= eG, so we must have ab = c and ba = c. Similarly, we must have
ac = b, ca = b, bc = a, and cb = a. Thus we have an abelian group with four elements
that is not cyclic. The following Cayley table will verify every property except associativity.
You should check associativity, for example: a(bc) = a(a) = eG and (ab)c = (c)c = eG, or
(ab)a = ca = b and a(ba) = ac = b.

eG a b c
e eG a b c
a a eG c b
b b c eG a
c c b a eG

Consider the group Z2×Z2 = {(0, 0), (0, 1), (1, 0), (1, 1)} described in Example 1.34, and
define the function f : G→ Z2 × Z2 as follows:

f =

(
eG a b c

(0, 0) (0, 1) (1, 0) (1, 1)

)
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This function is one to one and onto by inspection, and thus we need only verify that f
is a homomorphism to show that G is isomorphic to Z2 × Z2. We begin with the Cayley
table we constructed for G, and when its entries are replaced according to f we find:

(0, 0) (0, 1) (1, 0) (1, 1)
(0, 0) (0, 0) (0, 1) (1, 0) (1, 1)
(0, 1) (0, 1) (0, 0) (1, 1) (1, 0)
(1, 0) (1, 0) (1, 1) (0, 0) (0, 1)
(1, 1) (1, 1) (1, 0) (0, 1) (0, 0)

This is the correct table for the group Z2 × Z2 which was shown in Example 1.34,and
thus f is a homomorphism and G is isomorphic to Z2 ×Z2. Thus every group of order four
is either isomorphic to Z4 or Z2 × Z2, and there are only two possible groups with four
elements.

Since the groups Z2×Z2 and Z4 are both abelian, we can also conclude that every group
with exactly four elements is abelian.

Finally, in Example 2.28 we saw that U(12) is not isomorphic to Z4, and thus U(12)
must be isomorphic to Z2 × Z2 as there are no other distinct groups of order 4.

3.2 Normal Subgroups

Cosets will form the elements of our quotient groups. Unfortunately, the operation we will

define requires that the original subgroup used to create the cosets be “special” as described

in the next definition. That is

Definition 3.13 Let G be a group and H a subgroup of G.

(i) Let a ∈ H and x ∈ G, the elements x−1ax and xax−1 are called
conjugates of a in G.

(ii) H is closed under conjugates from G if and only if for every
a ∈ H, every conjugate of a in G is also in H.

Note: If every conjugate of the form x−1ax (a ∈ H, x ∈ G) is in H, we will automatically

know that conjugates of the form xax−1 are also in H, since xax−1 = (x−1a−1x)−1 and H

is closed under inverses.

Example 3.14 Consider the group (Z, +) and subgroup H = 〈2〉, that is, the set of all even

integers. Is H closed under conjugates? Let m ∈ Z and n ∈ H. The inverse of m is −m, so

consider the conjugate of n, (−m)+n+m. Z is abelian so (−m)+n+m = −m+m+n = n.

Since n ∈ H then (−m) + n+m ∈ H, and H is closed under conjugates from Z.
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Example 3.15 Continuing with the group in Example 3.3, H = {ε, (12)} is a subgroup of S3.

Consider the elements x = (123) and a = (12). Then x ∈ S3 and a ∈ H. As x−1 = (321) then

x−1ax = (321)(12)(123) = (13), which is not in H. Thus H is not closed under conjugates.

Definition 3.16 Let G be a group and H a subgroup of G.

H is a normal subgroup of G if and only if H is closed under
conjugates from G.

We write H /G to denote that H is a normal subgroup of G.

In Example 3.14 we found that 〈2〉 / Z. In an exercise at the end of the chapter you will

show that for any group G, {eG} / G and G / G.

Checking every possible conjugate of elements of H in G can be very time consuming,

especially with an infinite group. The next theorem helps reduce the workload by looking

at cosets instead of individual conjugates.

Theorem 3.17

Let G be a group and H a subgroup of G. H / G if and only if aH = Ha for every a ∈ G.

Proof Suppose that G is a group and H is a subgroup of G.

(→) First, assume that H / G and that a ∈ G. We will show that aH = Ha, using
subsets. Let x ∈ aH, then x = ah for some h ∈ H. Thus xa−1 = aha−1, but since H / G
we know aha−1 ∈ H and so xa−1 ∈ H. If we let xa−1 = k then x = ka shows x ∈ Ha and
aH ⊆ Ha. You should verify that Ha ⊆ aH as well, and thus aH = Ha as needed.

(←) This time assume aH = Ha for every a ∈ G. We need to show that H / G, that is,
that H is closed under conjugates. Let h ∈ H and b ∈ G. We need to show that b−1hb ∈ H.
We know hb ∈ Hb, but we assumed that aH = Ha for every a ∈ G, so we must have
bH = Hb. Thus hb ∈ bH, so there is some k ∈ H with hb = bk. Multiplying by b−1 we see
that b−1hb = k, so b−1hb ∈ H. Thus H is closed under conjugates, and H / G. �

Recall that in Example 3.15 we found H = {ε, (12)} is not closed under conjugates

from S3. With cosets we find (13)H = {(13), (123)}, but H(13) = {(13), (132)}. Thus

(13)H 6= H(13), consistent with the fact that H is not closed under conjugates.

For some groups the question of whether a subgroup is normal is easily solved. The proof

of the next theorem is left as an exercise at the end of the chapter.
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Theorem 3.18

If G is an abelian group, then every subgroup of G is a normal subgroup.

Example 3.19 Let G denote the group U(10) = {1, 3, 7, 9}, using ·10 and H = {1, 9}. Since

1 ·10 1 = 1 and 9 ·10 9 = 1, then H is closed under ·10. Also each of 1, 9 is its own inverse,

so H is a subgroup. As U(10) is abelian we can conclude H / U(10) by Theorem 3.18.

Theorem 3.18 applies to many of our familiar groups including the integers, real numbers,

and rational numbers under addition, as well as (Zn, +n) and (U(n), ·n) for n > 1.

Sometimes just knowing the size, or cardinality, of a subgroup in a finite group can

guarantee it is normal as seen in the next theorem. This proof easily generalizes to the

situation where G is infinite, H is a subgroup of G, and [G : H] = 2.

Theorem 3.20

Let G be a finite group and H a subgroup of G for which |H| = 1
2 |G|. Then H / G.

Proof Suppose that G is a finite group with |G| = n, and H is a subgroup of G with
|H| = 1

2n. We will show that H / G using Theorem 3.17. Suppose a ∈ G, then we need
to show aH = Ha. If a ∈ H then clearly aH = H = Ha. So assume instead that a /∈ H.
By Lagrange‘s Theorem (3.9), [G : H] = 2, and thus there are exactly two distinct right
cosets, and exactly two distinct left cosets. As a /∈ H we know aH 6= H, but G = aH ∪H,
so aH = G − H. Similarly, Ha 6= H so that Ha = G − H = aH. Therefore, for every
a ∈ G, aH = Ha and by Theorem 3.17 we can conclude H / G. �

Example 3.21 Consider the group S4 which has twenty-four elements. By Theorem 2.51 we
know that A4 is a subgroup of S4. Then by Theorem 2.52 we can say that |A4| = 12. In an
exercise of Chapter 2, you showed that cycles of length 3 are even, but those of length 2 or
4 are odd. Thus we can list the elements of A4 in cycle notation:

{ε, (123), (132), (124), (142), (134), (143), (234), (243), (12)(34), (13)(24), (14)(23)}

Thus Theorem 3.20 tells us that A4 / S4 without having to check cosets or conjugates.
The fact that for each k > 1, Ak / Sk, will turn out to be useful in the last chapters of the
text.
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3.3 Quotient Groups

Given a group G and subgroup H, we already know how to find the set of left cosets of H,

which we denote by G/H and in words say G mod H. We now define the operation that

will create a group of cosets, a quotient group.

Definition 3.22 Let G be a group and H a subgroup of G.

Define ∗ : G/H × G/H → G/H by (aH) ∗ (bH) = (ab)H.

Note that (ab)H means that G’s operation has been used on a and b,

and then the resulting element is used to create a coset of H.

Example 3.23 Let G denote the group (Z12, +12). Also consider the subgroup H = {0, 4, 8}.
In Example 3.2 we found G/H = {0 +H, 1 +H, 2 +H, 3 +H}. The following Cayley table,
using the mapping ∗ previously defined, clearly shows a group. In fact if you cover every
“+H” it appears to be Z4.

∗ 0 +H 1 +H 2 +H 3 +H
0 +H 0 +H 1 +H 2 +H 3 +H
1 +H 1 +H 2 +H 3 +H 0 +H
2 +H 2 +H 3 +H 0 +H 1 +H
3 +H 3 +H 0 +H 1 +H 2 +H

Example 3.24 Consider S3 and H = {ε, (12)}. From Example 3.3, G/H =
{εH, (13)H, (23)H}. The Cayley table shown has εH ∗ (13)H = (23)H ∗ (13)H, causing
the Cancellation Law (Theorem 1.27) to fail. Thus we do not have a group.

∗ εH (13)H (23)H
εH εH (13)H (23)H

(13)H (13)H εH (23)H
(23)H (23)H (13)H εH

Example 3.25 Do not rule out nonabelian groups from consideration. In S3 consider H =
〈(123)〉. We have G/H = {εH, (12)H} since (12)H = {(12), (23), (13)} = (13)H = (23)H.
The Cayley table shows ∗ is an operation on S3/H , and we have a group.

∗ εH (12)H
εH εH (12)H

(12)H (12)H εH



3.3 Quotient Groups 95

Recall that in Example 3.24 H is not closed under conjugates (Example 3.3), and thus

is not a normal subgroup of S3. The mapping ∗ fails a very important part of the definition

of an operation; it does not always give a unique answer to (aH) ∗ (bH). This can be made

clear by remembering from Example 3.15 that we have (13)H = (123)H, so the answers to

(13)H ∗ (23)H and (123)H ∗ (23)H should be the same.

(13)H ∗ (23)H = ((13)(23))H = (132)H

(123)H ∗ (23)H = ((123)(23))H = (12)H

Since (132)H 6= (12)H we see that ∗ is not an operation on S3/H .

Theorem 3.26

Let G be a group and H a subgroup of G.

If H / G then G/H is a group under the mapping ∗ from Definition 3.22.

G/H is called the quotient group, G mod H.

Proof Suppose that G is a group and H / G. We know that G/H = {aH : a ∈ G} and for
any a, b ∈ G, aH ∗ bH = (ab)H. To show that we have a group, we must verify that:

(i) ∗ is an operation on G/H .
(ii) ∗ is associative on G/H .
(iii) there is an identity in G/H .
(iv) every element of G/H has an inverse in G/H .

(i) To be an operation on G/H , ∗ must satisfy Definition 1.1. It is clear by the definition
of ∗ that aH ∗ bH is defined for every pair of elements in G/H , and that the answer is again
in G/H . We only need to verify that if aH = cH and bH = dH, then (ab)H = (cd)H.

Assume we have a, b, c, d ∈ G so that aH = cH and bH = dH. To prove (ab)H = (cd)H
we will use Theorem 3.6; that is, we will show that (cd)−1(ab) ∈ H, or d−1c−1ab ∈ H.

From our assumptions, and Theorem 3.6, a ∈ cH so a = ch for some h ∈ H and

d−1c−1ab = d−1c−1(ch)b = d−1hb.

Also b ∈ dH, and so b = dk for some k ∈ H. Thus

d−1c−1ab = d−1hb = d−1h(dk) = (d−1hd)k.

Notice that d−1hd ∈ H since H / G, so by k ∈ H, we have d−1c−1ab ∈ H as needed. Thus
(ab)H = (cd)H and ∗ is an operation on G/H .
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(ii) For any a, b, c ∈ G, the following two equations hold.

(aH ∗ bH) ∗ cH = (ab)H ∗ cH = ((ab)c)H

aH ∗ (bH ∗ cH) = aH ∗ (bc)H = (a(bc))H

But the operation in G is associative, so (ab)c = a(bc), giving us ((ab)c)H = (a(bc))H,
and ∗ is associative on G/H .

(iii and iv) The identity of G/H is eGH and (aH)−1 = a−1H, as you should be able to
easily verify.

Thus G/H is a group under ∗ when H / G. �

The quotient group and original group are closely related, but will not always have

identical properties. For example, G/H can be abelian even if G is not abelian.

Example 3.27 We know that S3 is not abelian, as seen in Example 2.40. Now consider

the subgroup H = {ε, (123), (132)} from Example 3.25. The Cayley table created clearly

shows that S3/H is abelian. Will we see this in other symmetric groups as well? Consider

the permutation group S4, which we know is not abelian since (123)(124) = (13)(24) and

(124)(123) = (14)(23). Also A4 / S4 by Example 3.21. Now S4/A4
is a group with exactly

two elements. This tells us that S4/A4
is a cyclic group by Theorem 3.10. Every cyclic group

is abelian by Theorem 2.15, so even though S4 is not abelian, the quotient group S4/A4
is

abelian.

Example 3.28 Consider the group (Z12, +12) and subgroup H = {0, 3, 6, 9}. You should
verify that H = 〈3〉. The quotient group Z12/H = {0 + H, 1 + H, 2 + H} has the Cayley
table shown.

∗ 0 +H 1 +H 2 +H
0 +H 0 +H 1 +H 2 +H
1 +H 1 +H 2 +H 0 +H
2 +H 2 +H 0 +H 1 +H

Notice that (2 + H)3 = (2 +12 2 +12 2) + H = 0 + H. Thus since 2 + H 6= 0 + H, and

(2 +H)2 = 4 +H 6= 0 +H, we have ord(2 +H) = 3 in G/H , even though ord(2) = 6 in G.

Hence ord(2 +H) 6= ord(2) and we must not assume they are equal.

Some properties of the quotient group G/H are always inherited from G, as seen in the

next theorem.
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Theorem 3.29

Let G be a group and H / G.

(i) If G is abelian then G/H is abelian.
(ii) If x ∈ G has ord(x) = n, then in the group G/H , ord(xH) must evenly divide n.
(iii) If G is cyclic then G/H is cyclic.

Proof Assume that G is a group and H / G.

(i) An exercise at the end of the chapter.

(ii) Suppose that x ∈ G with ord(x) = n. As xn = eG then by using the definition of ∗
repeatedly we see that (xH)n = (xn)H = (eG)H, so (xH)n = e G/H . Thus Theorem 1.32
tells us that ord(xH) must evenly divide n.

(iii) Suppose G is cyclic, say G = 〈a〉. We will show that G/H = 〈aH〉. Clearly, 〈aH〉 ⊆
G/H , and thus we need only show that 〈aH〉 ⊇ G/H . Let xH be an element of G/H . As x
is an element of G, then x = an for some integer n. Now we have xH = (an)H = (aH)n.
Thus xH ∈ 〈aH〉 and 〈aH〉 ⊇ G/H , so G/H = 〈aH〉 and G/H is cyclic. �

Recall from Lagrange’s Theorem (3.9) that the size of a normal subgroup of a finite

group must evenly divide the cardinality of the group. This gives us the next important

fact, whose proof is actually embedded in the proof of Theorem 3.9.

Theorem 3.30

Let G be a finite group, and H / G. Then
∣∣G/H ∣∣ = |G|

|H| .

There are many other facts that can be proven about quotient groups and how they relate

to the original groups, and some of them will be explored in exercises or seen later in the

text. We turn our attention now to using quotient groups and homomorphisms together.

3.4 The Fundamental Homomorphism Theorem

Group homomorphisms were introduced in Section 2.3 but were not always easy to find.

In this section we will see how quotient groups can help us understand what relationships

must occur between two groups for a homomorphism to exist between them.
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Definition 3.31 Let G and K be groups with f : G→ K, a homomor-
phism.

(i) The set ker(f) = {x ∈ G : f(x) = eK} is the kernel of f .

(ii) The set f(G) = {y ∈ K : there exists some x ∈ G with f(x) = y} is
the image of f .

Notice that with these definitions, ker(f) ⊆ G, while f(G) ⊆ K. It is critical to keep

track of what group our elements are in to use the correct operation!

Example 3.32 Consider the groups (Z, +) and (Z4, +4). In Example 2.21 we found that
f : Z→ Z4 defined by f(a) = a(mod4) is a homomorphism.

By definition ker(f) = {a ∈ Z : f(a) = 0} = {a ∈ Z : a(mod4) = 0}, thus any integer
that is a multiple of 4 will be in the ker(f) and 〈4〉 ⊆ ker(f). Now let x ∈ ker(f), and thus
f(x) = 0. But then x(mod4) = 0, so x is evenly divisible by 4, or x = 4n for some n ∈ Z,
and x ∈ 〈4〉. Thus 〈4〉 = ker(f).

Also f(Z) = Z4 since f(0) = 0, f(1) = 1, f(2) = 2, and f(3) = 3.

Example 3.33 Consider f : Z2 → U(11) defined by f(0) = 1, f(1) = 10. We can show that
f is a homomorphism using Cayley tables as described before Example 2.23. Replacing each
element a in the Cayley table for Z2 by f(a), we find the second table, which is correct for
·11 on U(11), so f is a homomorphism. Also ker(f) = {0} and f(Z2) = {1, 10}.

+2 0 1
0 0 1
1 1 0

→
·11 1 10
1 1 10
10 10 1

The sets ker(f) and f(G) can help us understand the properties of a homomorphism as

well, as seen in the next theorem.

Theorem 3.34

Let G and K be groups with f : G→ K, a homomorphism.

(i) f is one to one if and only if ker(f) = {eG}.
(ii) f is onto if and only if f(G) = K.

Proof Part (ii) is rewording the definition of onto, so we will only prove (i).
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(→) Suppose that f is one to one. We need to show that ker(f) = {eG}. By Theorem 2.24
we know f(eG) = eK , thus {eG} ⊆ ker(f). Now let x ∈ ker(f), thus f(x) = eK . Since
f(eG) = eK then f(x) = f(eG). However, we assumed f is one to one, so x = eG and
ker(f) ⊆ {eG} as well. Thus ker(f) = {eG}.

(←) An exercise at the end of the chapter. �

In Examples 3.32 and 3.33 the images and kernels we found were also subgroups of the

appropriate groups, which leads us to the following theorem.

Theorem 3.35

Let G and K be groups and let f : G→ K be a homomorphism.

(i) ker(f) / G.
(ii) f(G) is a subgroup of K.

Proof Assume G and K are groups with f : G→ K a homomorphism.

(i) We need to show that ker(f) / G. We use Theorem 2.4 to show that ker(f) is a
subgroup of G, then leave the proof that the subgroup is normal as an exercise at the end
of the chapter (use Definition 3.13).

As f(eG) = eK by Theorem 2.24, then eG ∈ ker(f) and so ker(f) 6= ∅. Suppose x, y ∈
ker(f). Thus f(x) = f(y) = eK . Now f(xy) = f(x)f(y) since f is a homomorphism, so
f(xy) = eK and xy ∈ ker(f). Finally, if x ∈ ker(f) then f(x) = eK , so by Theorem 2.24
f(x−1) = (eK)−1 = eK and x−1 ∈ ker(f). By Theorem 2.4, ker(f) is a subgroup of G.

(ii) An exercise at the end of the chapter. �

Notice that in Example 3.33, ker(f) = {0}, and it was clear that f was one to one. But

f(Z2) = {1, 10}, which is not U(11), just as f is not onto.

The key that relates homomorphisms and cosets is next, called the First Isomorphism

Theorem, as there are others which we will not discuss; see [56], for example.

Theorem 3.36

The First Isomorphism Theorem Let G and K be groups, and assume the function f : G→
K is a homomorphism. Then the image of f , f(G), is isomorphic to the quotient group
G/ker(f), that is, f(G) ∼= G/ker(f).

Proof Assume G and K are groups and f : G → K is a homomorphism. To show that
f(G) ∼= G/ker(f) we need to find an isomorphism between the two groups.
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Define ϕ : G/ker(f) → f(G) by ϕ(xker(f)) = f(x) for each x ∈ G.

Showing that ϕ is well-defined is not automatic here, since the domain of ϕ is a set of
cosets. We need to be sure that if aker(f) = bker(f) then ϕ maps the cosets to the same
answer, that is, that f(a) = f(b). Assume we have a, b ∈ G with aker(f) = bker(f). Thus
a ∈ bker(f) by Theorem 3.6, and a = by for some y ∈ ker(f). Now f(a) = f(by) = f(b)f(y)
since f is a homomorphism. However, y ∈ ker(f) so f(y) = eK , and we have f(a) = f(b)
as needed. Thus ϕ(aker(f)) = ϕ(bker(f)) and ϕ is well-defined.

Suppose the converse, that ϕ(aker(f)) = ϕ(bker(f)) for a, b ∈ G. We need to show
that aker(f) = bker(f), which will guarantee us that ϕ is one to one. Since ϕ(aker(f)) =
ϕ(bker(f)), then f(a) = f(b). Using the properties of a homomorphism, we have f(a−1b) =
(f(a)−1)f(b) = eK . Hence a−1b ∈ ker(f), so by Theorem 3.6 aker(f) = bker(f). Thus ϕ is
one to one.

To show that ϕ is onto, let y ∈ f(G). By definition of f(G), y = f(x) for some x ∈ G.
Thus xker(f) ∈ G/ker(f) and ϕ(xker(f)) = f(x) = y. Hence ϕ is onto.

Finally, we need to show that ϕ is a homomorphism. Suppose that xker(f), yker(f) ∈
G/ker(f). Using the definition of ϕ and knowing that f is a homomorphism, the following

equation holds.

ϕ(xker(f) ∗ yker(f)) = ϕ((xy)ker(f))
= f(xy)
= f(x)f(y)
= ϕ(xker(f))ϕ(yker(f))

Hence ϕ is a homomorphism, so ϕ is an isomorphism and f(G) ∼= G/ker(f). �

Example 3.37 Consider the set of complex numbers, C = {a + bi : a, b ∈ R}, where we
use i to denote

√
−1 which is not a real number. We can define addition +C on C by

(a+ bi) +C (c+ di) = (a+R c) +(b+R d)i for any real numbers a, b, c, d. This is clearly an
operation on C, since the usual operation of addition in the real numbers is used to calculate
a+R c and b+Rd. Associativity is easy to verify (you should try it), and the identity element
is 0 + 0i, and (a+ bi)−1 = (−a) + (−b)i. Thus we have a group under the operation +C.

Define the function f : C → R by f(x + yi) = y, for all x + yi ∈ C. This function is a
homomorphism, since for a+ bi, c+ di ∈ C,

f((a+ bi) +C (c+ di)) = f((a+R c) + (b+R d)i)
= b+R d
= f(a+ bi) +R f(c+ di).

To use the First Isomorphism Theorem (3.36), we must find the kernel and image of f .



3.5 Homomorphic Images of a Group 101

ker(f) = {a+ bi ∈ C : f(a+ bi) = 0}
= {a+ bi ∈ C : b = 0}
= {a : a ∈ R}
= R

Also f(C) = {b ∈ R : f(x + yi) = b for some x + yi ∈ C}, but for any b ∈ R we know

0 + bi ∈ C and f(0 + bi) = b. Thus f(C) = R. Now by Theorem 3.36 we conclude that

R ∼= C/R.

Example 3.38 For any group G, we can show that G/{eG}
∼= G. Define the identity function

f : G→ G where f(x) = x for all x ∈ G. Then f(G) = G as f is onto, and ker(f) = {eG}
since f is one to one (Theorem 3.34). Hence by the First Isomorphism Theorem (3.36),
G/{eG}

∼= G. An exercise at the end of the chapter asks you to verify that G/G ∼= {eG} for

any group G as well.

We will frequently use a special case of Theorem 3.36, where the function f is onto. We

call this special case the Fundamental Homomorphism Theorem (FHT).

Theorem 3.39

The Fundamental Homomorphism Theorem Let G and K be groups. If the function
f : G→ K is an onto homomorphism, then K ∼= G/ker(f).

3.5 Homomorphic Images of a Group

When working with a homomorphism f : G → K, between groups, we must be given the

group K ahead of time. But how do you know which groups K will actually allow you to

create such an onto homomorphism?

Definition 3.40 Let G and K be groups.

K is a homomorphic image of G if there exists an onto

homomorphism from G to K.

For a finite group G, and occasionally an infinite group, it is possible to determine exactly

what groups can be found as homomorphic images of G. Before classifying all of them, the

next theorem gives us a first clue to the answer.
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Theorem 3.41

Let G be a group. If H / G then G/H is a homomorphic image of G.

Proof Let G be a group and H / G. We need to find an onto homomorphism from G to
G/H to complete the proof.

Define f : G→ G/H by f(x) = xH for all x ∈ G.

By definition, f is already a function from G to G/H . Let y ∈ G/H , then by definition
y = xH for some x ∈ G. Thus f(x) = xH = y, and f is onto. Now assume we have x, y ∈ G.

f(xy) = (xy)H = xH ∗ yH = f(x) ∗ f(y)

Thus f is also a homomorphism, and G/H is a homomorphic image of G. �

Example 3.42 Consider the group (Z6, +6). We know that H = 〈3〉 is a cyclic subgroup

of Z6, and as Z6 is abelian, we have H / Z6 by Theorem 3.18. Now the group Z6/H is a

homomorphic image of Z6, but what does it look like? Z6/H = {0 + H, 1 + H, 2 + H}, so

our quotient group has exactly three elements. By Theorem 3.10 we know that Z6/H ∼= Z3

so Z3, is a homomorphic image of Z6.

The previous theorem actually tells us what all homomorphic images must look like.

Theorem 3.43

Let G and K be groups. K is a homomorphic image of G if and only if G/H ∼= K for some
normal subgroup H of G.

Proof Let G and K be groups. For one half (→) we simply recognize that if an onto
homomorphism f : G→ K exists, then ker(f) / G by Theorem 3.35, and by Theorem 3.36
G/ker(f) ∼= K.

( ←) Now assume we have H / G with G/H ∼= K. Then there exists an isomorphism
ϕ : G/H → K. Also G/H is a homomorphic image of G by Theorem 3.41, so by
Definition 3.40 there is an onto homomorphism f : G → G/H . Consider the function
ϕ ◦ f : G → K, which is well-defined since f(G) ⊆ dom(ϕ). As both ϕ and f are onto, we
know that ϕ ◦ f will also be onto by Theorem 0.18. Let x, y ∈ G. As f and ϕ are both
homomorphisms, the next equation follows immediately.
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(ϕ ◦ f)(xy) = ϕ(f(xy))
= ϕ(f(x)f(y))
= ϕ(f(x))ϕ(f(y))
= ((ϕ ◦ f)(x))((ϕ ◦ f)(y))

Thus ϕ ◦ f is a homomorphism as well, and so by Definition 3.40 K is a homomorphic
image of G. �

Theorem 3.43 tells us we only have to list every normal subgroup of G, and determine

each quotient group, to know every homomorphic image of G.

Example 3.44 Let G be the group (Z18,+18). To find all of its homomorphic images, we
need to list every normal subgroup of G. As G is abelian every subgroup of G is normal by
Theorem 3.18, so we just need to list every subgroup. Also G is cyclic so we only have to
look for cyclic subgroups by Theorem 2.15.

Using Theorem 2.18 we see that the distinct subgroups of Z18 are:

〈0〉 = {0}
〈1〉 = 〈5〉 = 〈7〉 = 〈11〉 = 〈13〉 = 〈17〉 = Z18

〈2〉 = 〈4〉 = 〈8〉 = 〈10〉 = 〈14〉 = 〈16〉 = {0, 2, 4, 6, 8, 10, 12, 14, 16}
〈3〉 = 〈15〉 = {0, 3, 6, 9, 12, 15}
〈6〉 = 〈12〉 = {0, 6, 12}
〈9〉 = {0, 9}.

As these subgroups have sizes 1, 18, 9, 6, 3, and 2 respectively, then the sizes of the
quotient groups they give us are 18, 1, 2, 3, 6, and 9 respectively, by Theorem 3.30.

When H = Z18, then as in Example 3.38, we know Z/H ∼= {0}. For the other subgroups,
Theorem 3.29 tells us that Z18/H is cyclic, so it is isomorphic to some Zn by Theorem 2.29.
Hence we know that:

Z18/〈0〉 ∼= Z18
Z18/〈1〉 ∼= {0} Z18/〈2〉 ∼= Z2

Z18/〈3〉 ∼= Z3
Z18/〈6〉 ∼= Z6

Z18/〈9〉 ∼= Z9

Thus we know that the only possible homomorphic images for the group Z18 are {0}, Z2,

Z3, Z6, Z9, and Z18 (each using the appropriate +n as operation).

When the group is not cyclic, or not abelian, this process can be more complicated since

subgroups are found in different ways, and not all of them will be normal.

Example 3.45 Consider the group S3 = {ε, (12), (13), (23), (123), (132)}. Its subgroups are:

H1 = {ε} H2 = {ε, (12)} H3 = {ε, (13)}
H4 = {ε, (23)} H5 = {ε, (123), (132)} H6 = S3
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Only H1, H5, and H6 are normal. H1 and H6 are trivially normal, and H5 is normal
by Theorem 3.20, since |H5| = 1

2 |S3|. You should verify that the other subgroups are not
normal.

Thus all of the homomorphic images of S3 are S3/H1
, S3/H5

, and S3/H6
. Since

[S3 : H5] = 2 is prime, the quotient group is isomorphic to Z2. Thus we know all of the
quotient groups.

S3/{ε} ∼= S3, S3/S3
∼= {ε}, and S3/H5

∼= Z2

Hence the only homomorphic images of S3 are S3, {ε}, and Z2.

More examples will be investigated in the exercises.

3.6 Theorems of Cauchy and Sylow (∗ optional)

The theorems presented in this section are beautiful, but they are more difficult than many

others in the text and are thus optional. We will not prove these theorems since most of

them require topics not covered here, but they will be mentioned in the final topics of the

book. (See [10] for the details of these theorems.)

Lagrange’s Theorem says that the order of a subgroup must divide the size of a finite

group, and ultimately that every element has an order that divides the size of the group.

Conversely, Cauchy’s Theorem seen next looks at the order of the group and tells us there

are elements of certain orders that must exist.

Theorem 3.46

Cauchy’s Theorem If a prime p divides |G| in the finite group G, then G must contain an
element whose order is p.

Example 3.47 Suppose H is a subgroup of the group S5 and 5 divides |H|. Then Cauchy’s
Theorem tells us H must contain an element of order 5. But in S5, what elements can have
order 5? We know that a 5-cycle will have order five, such as (12345), but can any other
element have order 5? Remember that a single cycle of length t > 1 always has order t.

Suppose we have a permutation α ∈ S5 of order 5. Then α can be written as a product
of disjoint cycles, α = β1β2 · · ·βk where k < 5. Since the βi are disjoint, then for all n, the
permutations (β1)n, (β2)n, . . . , (βk)n are also disjoint (or equal to ε) and so we have:

αn = (β1β2 · · ·βk)n = βn1 β
n
2 · · ·βnk .

Since α5 = ε and the permutations (β1)5, (β2)5, . . . , (βk)5 are disjoint (or equal to ε),

then for each j we must have (βj)
5 = ε. Thus the order of each cycle βj is either 1 or 5.
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But as a t-cycle has order t, only a 5-cycle has order 5. Thus the subgroup H of S5 must

contain a 5-cycle if 5 divides |H|.

Another collection of theorems, the Sylow Theorems, relates the existence of subgroups

to the cardinality of the group.

Definition 3.48 Assume G is a finite group and prime p divides |G|.

A p-subgroup of G is a subgroup H, where each a ∈ H has ord(a) = pk

for some nonnegative integer k.

Example 3.49 Consider the group S4 which has twenty-four elements. We know that

2 is a prime dividing 24, and we found before the subgroup H = {ε, (12)}, which

is a 2-subgroup. There are other 2-subgroups as well such as {ε, (12)}, {ε, (13)}, and

{ε, (1234), (13)(24), (1432)}. Notice that the size of a 2-subgroup is not unique.

Definition 3.50 Let G be a finite group and p be a prime dividing |G|.

A Sylow p-subgroup H is a maximal p-subgroup, that is, there is no
p-subgroup K, with H ⊂ K ⊆ G.

Note: H is a Sylow p-subgroup of G if and only if H is a p-subgroup of

G for which [G : H] is not divisible by p.

Example 3.51 In S4 (as seen in Example 3.49) we have H1 = {ε, (12)} as a 2-subgroup.

However, [G : H1] = 12 which is divisible by 2, so H1 is not a Sylow 2-subgroup. Similarly,

H2 = {ε, (12)(34), (13)(24), (14)(23)} has [G : H2] = 6 which is still divisible by 2, so it is

not a Sylow 2-subgroup. A Sylow 2-subgroup must have order 8 in this case, such as the

subgroup H3 = {ε, (1234), (13)(24), (1432), (14)(23), (12)(34), (13), (24)}. Verify that H3 is

a subgroup by creating its Cayley table.

If we have a subgroup H of a group G, we can define the conjugate of H by g to be the

set g−1Hg = {g−1hg : h ∈ H}. Also, the normalizer of H is N(H) = {g ∈ G : gH = Hg}.
The verification that g−1Hg and N(H) are subgroups of G is left as an exercise at the end

of the chapter.
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Theorem 3.52

The Sylow Theorems Let G be a finite group with |G| = pnm where p does not divide m.

(i) There exists a Sylow p-subgroup of G of order pn. Also every p-subgroup of G is
contained in a Sylow p-subgroup.

(ii) If H and K are two Sylow p-subgroups of G, then there exists an element g ∈ G
with

K = g−1Hg, that is, H and K are conjugates (and thus isomorphic).
(iii) The number r of Sylow p-subgroups of G must satisfy

r divides m,
r = 1(modp), and
r = [G : N(P )] where P is a Sylow p-subgroup of G.

There are many applications of this theorem; we will look at only a simple one.

Example 3.53 Let G be a group with |G| = 15. Since 15 = 3 ·5, we know from Theorem 3.52
that a Sylow 3-subgroup has exactly three elements, and the number of Sylow 3-subgroups
is a number r dividing 5 that has r = 1(mod3). But the only divisors of 5 are 1 and 5, and
5 = 2( mod 3), and thus there can only exist one Sylow 3-subgroup we will call P3. Similarly,
there is only one Sylow 5-subgroup we call P5.

But |P5 ∪ P3| = 7 (they both contain eG), so there must be an element ofG not in either of

these subgroups. Suppose we have a ∈ G, where a /∈ P3 and a /∈ P5. Since ord(a) must divide

15 it is either 1, 3, 5, or 15. We know ord(a) cannot be 1, since eG ∈ P5 ∪P3. If ord(a) = 3,

it must be contained in a Sylow 3-subgroup, and thus a ∈ P3, which is impossible. Similarly,

if ord(a) = 5 we have a ∈ P5, which cannot be true. Thus ord(a) = 15, and G must be a

cyclic group, thus isomorphic to Z15.

The previous example can give the impression that a group of order pq for distinct primes

p and q will always be cyclic, which is not actually true. The next theorem tells us how this

can occur.

Theorem 3.54

Let G be a finite group with |G| = pq for distinct primes p < q. If G is not cyclic then:

(i) p divides q − 1.
(ii) G is generated by elements a and b, which satisfy ap = eG, b

q = eG, and ba = abn

for a positive integer n with n 6= 1(modq) and np = 1(modq).

Example 3.55 The previous theorem can be illustrated with the group S3, which we know

is not cyclic (since it is not abelian). We know |S3| = 6 = 2 · 3. Using p = 2 and q = 3
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notice that p divides q − 1. Let a = (12) and b = (123), which are in S3. We have a2 = ε

and b3 = ε. Now ab = (23), ba = (13), and ab2 = (23). Since every non-identity element

of S3 can be found as a product using only (12), (13), and (23), that is, is a product of

transpositions, then a and b generate all of S3. Finally, ba = (13) = ab2, where 2 6= 1( mod 3)

and 22 = 1(mod3).

One of the most well-known theorems, which relates to the prime factorization of |G|,
is the Fundamental Theorem of Finite Abelian Groups. Although we will not prove this

theorem, the key is writing the cardinality of the group in its prime factorization and

finding p-subgroups.

Theorem 3.56

The Fundamental Theorem of Finite Abelian Groups Suppose G is a finite abelian group.
Then G is isomorphic to a direct product of cyclic groups of (not necessarily distinct) prime
power orders, Zpn1

1
×Zpn2

2
×· · ·×Zpnk

k
. This product is unique up to the order of the factors

and |G| = pn1
1 pn2

2 · · · p
nk

k .

Example 3.57 Consider an abelian group with |G| = 20. As 20 = 225 = 21215, the Funda-
mental Theorem of Finite Abelian Groups tells us there are only two different options for
G, G ∼= Z22 × Z5, or G ∼= Z2 × Z2 × Z5.

Since the theorem does not specify that the order of the primes must be increasing, we
could have written 20 = 522 or 215121 to see G ∼= Z5 × Z4, or G ∼= Z2 × Z5 × Z2.

You should be able to verify that f : Z2×Z2×Z5 → Z2×Z5×Z2 defined by f(a, b, c) =
(a, c, b) is an isomorphism.



108 Chapter 3 Quotient Groups

People in Mathematics

Charlotte
Angas
Scott

Charlotte Angas Scott (1858 − 1931) was a strong

influence on the sweeping changes needed to give

women the same educational opportunities as men.

See more about her in [17], [38], [28], and [27], and

online at [60], and [1].

When Scott began her studies in 1876, women

were not admitted to Cambridge University, and thus

she attended a separate university named Girton

College, Cambridge, established in 1869 for women.

Girton was not granted full college status until 1948

when Cambridge finally admitted women.

While a student at Girton, Scott was able to get

special permission to take the famous Mathematical

Tripos Exam with her male counterparts. Although

her score was in eighth place, she was not allowed to

attend the awards ceremony. Support for Scott, from

male students, against this practice was the spark

that eventually overturned the rule that a woman

could not be listed in this ranking.

Scott completed her graduate work under Arthur

Cayley (Cayley tables) at Cambridge but, as women

still could not be admitted, her degrees are officially

listed as the University of London with her doctorate

awarded in 1885. She is believed to be the first non-

Russian woman to earn a doctorate in mathematics (see Chapter 9).

Scott moved to the United States in 1885 as one of the founding faculty of Bryn Mawr

College, founded to provide educational opportunities to women. She was a professor of

Mathematics until 1917 when her health began to fail. She formally retired in 1924, staying

to help her final doctoral student before returning to Cambridge. Scott published the first

mathematical research paper written in the United States that was widely accepted in

Europe.

Scott became the first woman in the New York Mathematical Society (which became the

American Mathematical Society), and was on the first Council of the AMS in 1894. She was

one of only four women to attend the inaugural International Congress of Mathematicians,

and in 1906 was vice president of the AMS.

The Charlotte Angas Scott Prize in Mathematics is awarded annually to an undergrad-

uate student at Bryn Mawr based on academic achievement in mathematics.
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Exercises for Chapter 3

Section 3.1 Cosets

In exercises 1− 17, compute all of the left cosets of the subgroup given in the group.

1. 〈9〉 in (Z12, +12).

2. 〈6〉 in (Z12, +12).

3. 〈3〉 in (Z15, +15).

4. 〈16〉 in (Z20, +20).

5. 〈4〉 in (Z36, +36).

6. 〈7〉 in (U(16), ·16).

7. 〈11〉 in (U(12), ·12).

8. 〈2〉 in (U(15), ·15).

9. 〈17〉 in (U(18), ·18).

10. 〈8〉 in (U(21), ·21).

11. 〈(123)〉 in (S4, ◦).
12. 〈(1234)〉 in (S4, ◦).
13. {ε, (12)(34), (13)(24), (14)(23)} in (S4, ◦).
14. {(0, 0), (2, 0), (0, 2), (2, 2)} in Z4×Z4. Remember to use the correct operation in each

coordinate.

15. {(1, 0), (3, 0)} in U(8)×Z3. Remember to use the correct operation in each coordinate.

16. {(1, 1), (5, 5)} in U(8)×U(6). Remember to use the correct operation in each coordi-

nate.

17. {(1, 1), (3, 3), (5, 5), (7, 7)} in U(8)× U(8). Remember to use the correct operation in

each coordinate.

18. Prove (ii) of Theorem 3.10.

19. Prove (iii) of Theorem 3.10.

20. Prove (iv) of Theorem 3.10.

21. Without listing the elements of the left cosets, determine if (123)H = (132)H for the

subgroup H = {ε, (12)} in (S3, ◦).
22. Without listing the elements of the left cosets, determine if 4 + H = 7 + H for the

subgroup H = {0, 3, 6, 9} in (Z12, +12).

23. Without listing the elements of the left cosets, determine if 7H = 5H for the subgroup

H = {1, 8} in (U(9), ·9).

24. Without listing the elements of the left cosets, determine if 3 + H = 9 + H for the

subgroup H = {0, 5, 10, 15} in (Z20, +20).
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In exercises 26− 29, use Lagrange’s Theorem to determine the possible subgroup sizes in a

group of the given cardinality.

25. |G| = 40

26. |G| = 16

27. |G| = 30

28. |G| = 17

29. |G| = 10

30. Without checking subgroup properties, how do we know that H = {0, 2, 4} cannot be

a subgroup of (Z16, +16)?

31. Prove or find a counterexample: For any group G and subgroup H, if a, b, c ∈ G and

(ba)H= (bc)H then aH = cH.

32. Prove or find a counterexample: For any group G and subgroup H, if a, b, c ∈ G and

(ab)H = (cb)H then aH = cH.

Section 3.2 Normal Subgroups

In exercises 33−41, prove or disprove that the given set is a normal subgroup of the group.

33. {ε, (143), (134)} in (S4, ◦).
34. {ε, (1234), (13)(24), (1432)} in (S4, ◦).
35. {ε, (12)(34), (13)(24), (14)(23)} in (S4, ◦).
36. {ε, ((12)} in (S4, ◦).
37. In Exercise 26 of Chapter 1 formed by moving a coin, 〈H〉 in G.

38.
{[

1 0

0 −1

]
,

[
1 0

0 1

]}
inA =

{[
1 0

0 −1

]
,

[
1 0

0 1

]
,

[
−1 0

0 1

]
,

[
−1 0

0 −1

]}
.

(under multiplication)

39. H2 = {ε, (12)}, H3 = {ε, (13)}, and H4 = {ε, (23)} in (S3, ◦).
40. H = {e, a} in G = {e, a, b, c, d, i, j, k}, whose Cayley table is shown.

∗ e a b c d i j k

e e a b c d i j k

a a e i j k b c d

b b i a k c e d j

c c j d a i k e b

d d k j b a c i e

i i b e d j a k c

j j c k e b d a i

k k d c i e j b a

41. K = {e, a, k, d} in G from the previous exercise.



Exercises for Chapter 3 111

42. Prove: If G is a group then {eG} / G and G / G.

43. Prove: If G is an abelian group, then every subgroup of G is a normal subgroup.

44. Suppose G is a group and H is a subgroup of G. For a ∈ G define the set a−1Ha =

{a−1ha : h ∈ H}. Prove: a−1Ha is a subgroup of G. Is a−1Ha = H for each a ∈ G?

45. Let G be a group, H a subgroup of G, and a ∈ G. Prove: a−1Ha ∼= H.

46. Suppose G is a group and H is a subgroup of G. Define K = {a ∈ G : aH = Ha}.
Prove: K is a subgroup of G and H /K.

47. Let G be a group with H / G and K a subgroup of G. Prove that the set HK =

{xy : x ∈ H, y ∈ K} is a subgroup of G.

48. Let G be a group with H / G and K a subgroup of G. Prove that H /HK.

Section 3.3 Quotient Groups

In exercises 49 − 58, find the Cayley table for the group. Assume the usual operations are

on each familiar group.

49. Z12/〈4〉
50. Z15/〈5〉
51. U(15)/〈2〉
52. U(20)/〈11〉
53. U(18)/〈17〉
54. U(16)/〈7〉
55. U(21)/〈8〉
56. U(8)×Z3/H with H = {(1, 0), (3, 0)}
57. U(8)×U(8)/H with H = {(1, 1), (3, 3), (5, 5), (7, 7)}
58. G/H for the group in Exercise 40.

In exercises 59− 66, find the order of each element of the given quotient group.

59. Z10/〈5〉
60. Z16/〈4〉
61. Z18/〈6〉
62. U(9)/〈8〉
63. U(15)/〈2〉
64. U(18)/〈17〉
65. U(16)/〈7〉
66. U(8)×U(8)/H with H = {(1, 1), (3, 3), (5, 5), (7, 7)},

67. Find an example of a group G, normal subgroup H, and an element x ∈ G so that

ord(xH) 6= ord(x).

68. Prove (i) of Theorem 3.29.
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69. Suppose G is an abelian group and H = {a2 : a ∈ G}. Prove: For every xH ∈ G/H

we have (xH)−1 = xH.

70. Suppose G is an abelian group and define H = {a3 : a ∈ G}. Prove: For every x ∈ G
with x /∈ H we must have ord(xH) = 3.

71. Let G be an abelian group with subgroups H, K so that K ⊆ H ⊆ G. Prove that
H/K is a subgroup of G/K .

72. Let G be a group with H / G and K be a subgroup of G. Prove that for every left

coset xH of the quotient group HK/H there is k ∈ K for which xH = Hk.

Sections 3.4 and 3.5 The Fundamental Homomorphism Theorem and Homo-

morphic Images

73. Complete the proof of Theorem 3.34 by proving the second implication, (←).

74. Complete the proof of (i) in Theorem 3.35 by showing ker(f) is closed under conjugates

so that ker(f) / G.

75. Prove (ii) in Theorem 3.35.

76. Prove: For any group G, G/G ∼= {eG}.
77. Consider the group of functions =(R) defined in Example 1.13. Let ϕ : =(R)→ R be

defined by ϕ(f) = f(3). Show that ϕ is an onto homomorphism, and describe ker(ϕ).

78. Define K = {(0, 0), (1, 1), (2, 2)} (a subgroup of Z3 × Z3), and prove that Z3
∼=

Z3×Z3/K . As usual Z3 is a group under +3.

79. Let G be an abelian group, H =
{
x2 : x ∈ G

}
and K =

{
x ∈ G : x2 = eG

}
. Prove

H ∼= G/K .

80. Explain why Z4 cannot be a homomorphic image for a group of order 30.

81. Find all of the possible homomorphic images of the group (Z8, +8).

82. Find all of the possible homomorphic images of the group (Z9, +9).

83. Find all of the possible homomorphic images of the group (U(9), ·9).

84. Find all of the possible homomorphic images of the group (U(8), ·8).

85. Let G be a group with H / G and K be a subgroup of G. Prove K/H∩K ∼= HK/H .
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Projects for Chapter 3

Project 3.1

Let G be a group and H / G.

Theorem: If a, c ∈ G and H(ac−1) = H(ac) then c2 ∈ H.

1. Circle all of the logical flaws in the following “proof,” and explain why any circled
step is incorrect. Remember to look at the logic of each step to see if it follows from
the previous steps; a mistake does not make each step following it incorrect.

Proof: Assume that a, c ∈ G and that H(ac−1) = H(ac). We need to show that
c2 ∈ H. Since we know ac−1 ∈ H(ac), there is h ∈ H for which ac−1 = ach. Thus by
the Cancellation Law c−1 = ch. Multiplying by c−1 gives us (c−1)2 = c−1hc−1. But H
is normal and thus closed under conjugates, so c−1hc−1 ∈ H and hence (c−1)2 ∈ H.
Since (c−1)2 = (c2)−1, we now have c2 ∈ H as needed.

2. Give a correct proof of the previous theorem.

Project 3.2

Let G be a group and H and K subgroups of G.

1. Prove: If a, b ∈ G and x ∈ aH ∩ bK then aH = xH and bK = xK.
2. Prove: yH ∩ yK = y(H ∩K) for all y ∈ G.
3. Prove: If a, b ∈ G and aH ∩ bK 6= ∅, then aH ∩ bK = c(H ∩K) for some c ∈ G.

Project 3.3

Let G be the group (Z,+), and H = {2n : n ∈ Z} (the set of even integers). Note that
2n means usual multiplication here.

1. Prove that H is a normal subgroup of G.
2. Prove: If k ∈ Z then either 0 +H = k +H or 1 +H = k +H.
3. Explain why we know G/H ∼= Z2 without finding an isomorphism.
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Project 3.4

(This was originally published in PRIMUS; see [37] for more). In Project 1.3 we considered
a group made up from other groups but with a special operation involving the “carry” in
each coordinate. For the rest of this project we will use:

G = Z× Z2 × Z4 = {(u, v, w) : u ∈ Z, v ∈ Z2, w ∈ Z4}.

With operation (u, v, w) ∗ (r, s, t) = (u+ r + c1 + c2, v +2 s, w +4 t) where c1 and c2
are the “carries”, each is either 0 or 1. Note that c1 = 1 when v + s ≥ 2 and c2 = 1 when
w + t ≥ 4.

Define the set H = {(a, 0, b) : a ∈ Z and either b = 0 or b = 2}.

1. H is clearly a subSET of G and (1, 0, 2) ∈ H, so H is nonempty. Use the following
steps to show H is a subgroup of G.

(i) Show that H is closed under the operation of G.
(ii) Determine the inverse for an arbitrary element of the form (a, 0, 0) to show it

is in H.
(iii) Determine the inverse for an arbitrary element of the form (a, 0, 2) to show

that H is closed under inverses.

2. Consider the (left) cosets of H in G.

Is (1, 1, 3) ∈ (2, 1, 1)H? Be sure to explain why or why not.
Is (1, 1, 1)H = (2, 1, 1)H? Why or why not?

3. Determine the elements of the cosets (use set builder notation):

(0, 0, 0)H =

(0, 1, 0)H =

(0, 0, 1)H =

(0, 1, 1)H =

4. Is any element of G missing from these cosets?

Project 3.5

Let G be a group, H a subgroup of G, and x, y, z ∈ G. Do not assume that H is a normal
subgroup.

1. Prove: If xH = y2H then x−1y ∈ Hy−1.
2. Prove: If (x−1y)H = Hz then z−1H ⊆ H(y−1x).
3. If we still assume that (x−1y)H = Hz, is it also true that z−1H ⊇ H(y−1x)? Give a

proof or counterexample.
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Project 3.6

Multiplication of two complex numbers is defined by (a+bi)∗(c+di) = (ac−d)+(ad+bc)i.
For any real number x, define cis(x) = cos(x) + sin(x)i, and let T = {cis(x) : x ∈ R}.

1. Using the following trigonometric identities for cos(x+ y) and sin(x+ y), show that
cis(x+ y) = cis(x) ∗ cis(y).

sin(x+ y) = sin(x) cos(y) + sin(y) cos(x)

cos(x+ y) = cos(x) cos(y)− sin(y) sin(x)

Therefore complex multiplication is an operation on T, which you may assume to be
associative already.

2. What is the identity of T, and does every element have an inverse in T? (In other
words, is (T, ∗) a group?) Remember that the identity and the inverses must again be
of the form cis(x).

Define: f : R→ T by f(x) = cis(2πx).

3. Prove that f is an onto homomorphism.
4. Prove that ker(f) = Z. [Hint: When are cos(2πx) = 1 and sin(2πx) = 0 both true?]
5. How do we conclude that T ∼= R/Z?

Project 3.7

Consider the group G = {e, a, b, c, d, i, j, k} with the operation given in the following Cayley
table.

∗ e a b c d i j k
e e a b c d i j k
a a e i j k b c d
b b i a k c e d j
c c j d a i k e b
d d k j b a c i e
i i b e d j a k c
j j c k e b d a i
k k d c i e j b a

1. Find the subgroups M = 〈a〉 and N = 〈i〉, and show they are both normal using their
cosets.

2. Find the Cayley tables for the groups G/M and G/N , with the usual operation for
quotient groups.

3. Find onto homomorphisms f :G→ Z2 × Z2 with ker(f) = M and g : G → Z2 with
ker(g) = N . Verify that one of them is a homomorphism.





Chapter 4
Rings

After the definition of a group in Chapter 1, the first example of a group was (Z, +).

However, even elementary school children learn that we can both add and multiply integers,

thus having two operations on a set is also a familiar concept. Having two operations that

satisfy specific rules will define a Ring.

4.1 Rings

Definition 4.1 Let A be a nonempty set and operations on A, ⊕ and ⊗.

(A,⊕,⊗) is a ring if the following hold:

(i) (A,⊕) forms an abelian group.
(ii) ⊗ is associative on A.
(iii) The distributive laws hold, that is, for any a, b, c ∈ A:

a⊗ (b⊕ c) = (a⊗ b)⊕ (a⊗ c)
(a⊕ b)⊗ c = (a⊗ c)⊕ (b⊗ c).

The operation ⊕ will be referred to as the addition of A, and ⊗ the multiplication of A,

even though they may not be usual addition or multiplication. As with groups, |A| denotes

the cardinality of A.

Example 4.2 As the inspiration for the definition, it should be clear that (Z, +, ·) forms a

ring. You should easily be able to verify that the usual operations of addition and multipli-

cation on the sets Q and R form rings as well.
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One important thing to notice, which is again inspired by Z, is that the operations of

addition and multiplication have different properties. While (Z, +) is a group, (Z, ·) is not

a group. Thus it is critical to know which of the two given operations is considered the

addition and which is the multiplication.

Example 4.3 Another group we considered in Chapter 1 is the set M2(R) under usual
addition of matrices. To create a ring we also include multiplication of 2×2 matrices, which
is an operation on M2(R). In a linear algebra course you should have seen (or will see) that
this multiplication is associative and the distributive laws hold. Thus M2(R) forms a ring.
However, matrix multiplication is not commutative as seen by the following matrices.[

−1 2
3 1

] [
1 −1
2 3

]
=

[
3 7
5 0

] [
1 −1
2 3

] [
−1 2
3 1

]
=

[
−4 1
7 7

]
Thus commutativity of multiplication will be considered a special property and cannot

be assumed in an arbitrary ring.

Example 4.4 We will often use a ring whose additive structure was discussed as a group in

the previous chapters, but not every group can actually be used to create a ring by adding

another operation. The group S3, the permutations of {1, 2, 3}, cannot become a ring by

adding any operation of “multiplication.” Why not? Think about the definition of a ring

and what we know about S3.

So far most of our examples have had “usual” operations on familiar sets, but there may

be other operations we are asked to consider. We must carefully determine if the properties

of a ring hold in such cases, as seen in the next example.

Example 4.5 Let A = {3m : m ∈ Z}. Define x⊕y = x+y−3 and x⊗y = 3 for each x, y ∈ A.
(Note that the answer to every “multiplication” problem is 3.) These new operations are
defined with usual addition or subtraction when x+ y or x− y are mentioned. Is (A,⊕,⊗)
a ring?

For x = 3m, y = 3n in A we have x⊕y = 3m+3n−3 = 3(m+n−1) and x⊗y = 3 = 3(1).
These answers are uniquely defined and back in A, so ⊕ and ⊗ are operations on A.

Let x, y, z ∈ A. Using the fact that usual addition in Z is associative and commutative,
we can calculate (x⊕ y)⊕ z and (x⊕ y)⊕ z.

(x⊕ y)⊕ z = (x+ y − 3)⊕ z
= x+ y − 3 + z − 3
= x+ y + z − 6
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x⊕ (y ⊕ z) = x⊕ (y + z − 3)
= x+ (y + z − 3)− 3
= x+ y + z − 6

Thus we have (x⊕y)⊕z = (x⊕y)⊕z and ⊕ is associative. Notice that x⊕3 = x+3−3 = x
and 3⊕x = 3 +x− 3 = x for all x ∈ A. Thus the identity for ⊕ is 3, which is in A. Also for
each x ∈ A, say x = 3m for some m ∈ Z, we can see that 6− x = 6− 3m = 3(2−m). Thus
6−x ∈ A with x⊕ (6−x) = x+ (6−x)−3 = 3 and (6−x)⊕x = (6−x) +x−3 = 3. Hence
the inverse under ⊕ for x is 6−x and (A,⊕) is a group. Since addition in Z is commutative,
it is easy to see that x⊕ y = y ⊕ x, and so (A,⊕) is an abelian group.

It is straightforward to see that ⊗ is associative as shown next.

(x⊗ y)⊗ z = 3⊗ z = 3 and x⊗ (y ⊗ z) = x⊗ 3 = 3

Since x⊗ y = 3 = y ⊗ x for any x, y ∈ A, we also know ⊗ is commutative. The last part
of the definition of a ring is the Distributive Law, and since we know ⊗ is commutative, we
only need to check one of them to know both hold.

(x⊕ y)⊗ z = (x+ y − 3)⊗ z = 3
(x⊗ z)⊕ (y ⊗ z) = 3⊕ 3 = 3 + 3− 3 = 3

Hence (x⊕y)⊗z = (x⊗z)⊕(y⊗z), so the Distributive Laws hold and (A,⊕,⊗) is a ring.
Defining x⊗ y = 3 for every x, y ∈ A, when 3 is the identity for ⊕, is a useful technique; a
generalization of this is an exercise at the end of the chapter.

The rings we discuss do not need to be sets of numbers either as seen in the next, even

more unusual, example.

Example 4.6 The Power Set of a nonempty set C is ℘(C) = {U : U ⊆ C}. With the two
operations ⊕ and ⊗ on ℘(C) defined as follows, is (℘(C),⊕,⊗) a ring? Let U, V ∈ ℘(C):

U ⊕ V = (U − V ) ∪ (V − U) U ⊗ V = U ∩ V.

Note that U ⊕ V = (U ∪ V )− (U ∩ V ) (an exercise in Chapter 0).

The most difficult part of showing we have a ring is associativity of our addition. Suppose
we have three elements U, V,W ∈ ℘(C).

(U ⊕ V )⊕W = [(U ⊕ V ) ∪W ]− [(U ⊕ V ) ∩W ]
U ⊕ (V ⊕W ) = [U ∪ (V ⊕W )]− [U ∩ (V ⊕W )]

An exercise at the end of the chapter asks you to prove (U ⊕ V )⊕W = U ⊕ (V ⊕W ).
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The definition of U⊕V = (U∪V )−(U∩V ) makes it easy to see that ⊕ is commutative as
union and intersection are commutative operations on sets. The empty set, ∅, is the additive
identity since U ⊕ ∅ = U . Finally, each element U ∈ ℘(C) is its own additive inverse since
U ⊕U = (U ∪U)− (U ∩U), but U ∪U = U ∩U so U ⊕U = ∅ as needed. Hence (℘(C),⊕)
is an abelian group.

You are asked to show that ⊗ is associative as an exercise at the end of the chapter, so
the final step is to verify the distributive laws U ⊗ (V ⊕W ) = (U ⊗ V ) ⊕ (U ⊗W ) and
(U ⊕ V )⊗W = (U ⊗W )⊕ (V ⊗W ). However, it is easy to see that ⊗ is commutative, so
we only need to verify one of them.

U ⊗ (V ⊕W ) = U ∩ [V ⊕W ] = U ∩ [(V ∪W )− (V ∩W )]
(U ⊗ V )⊕ (U ⊗W ) = (U ∩ V )⊕ (U ∩W ) = [(U ∩ V ) ∪ (U ∩W )− (U ∩ V ∩W )]

Assume that x ∈ U ⊗ (V ⊕W ). Thus x ∈ U and x ∈ V ⊕W , so we must have x ∈ U ,
x ∈ V ∪W , and x /∈ V ∩W . Thus either x ∈ U∩V or x ∈ U∩W , so x ∈ (U∩V )∪(U∩W ) and
x /∈ U∩V ∩W . Hence we have x ∈ (U⊗V )⊕(U⊗W ) and U⊗(V ⊕W ) ⊆ (U⊗V )⊕(U⊗W ).

For the other half, suppose we have x ∈ (U ⊗V )⊕ (U ⊗W ). Thus x ∈ (U ∩V )∪ (U ∩W )
and x /∈ U ∩ V ∩W . If x ∈ U ∩ V then x /∈W , so we have x ∈ U , x ∈ V , and x /∈W . Now
x ∈ U∩ [(V ∪W )−(V ∩W )] and x ∈ U⊗(V ⊕W ). If instead we have x ∈ U∩W then x /∈ V ,
so we have x ∈ U , x ∈W , and x /∈ V . Thus x ∈ U∩[(V ∪W )−(V ∩W )] and x ∈ U⊗(V ⊕W ).
Therefore, U ⊗ (V ⊕W ) ⊇ (U ⊗ V )⊕ (U ⊗W ), so U ⊗ (V ⊕W ) = (U ⊗ V )⊕ (U ⊗W ).

Since the distributive laws hold, we have a ring.

Recall that when we discussed an arbitrary group, we used the letter G to stand for the

set. This makes sense for the reminder that G is a group, so it would seem natural to use R

to denote a ring. However, this can be too easily confused with our notation for the set of

real numbers R, so we will continue to use A to denote an arbitrary ring.

Since there are two operations in a ring, when we talk about an identity, inverses, or even

commutativity, it must be clear which operation we are using. Thus we will define terms

that are specific to each operation, beginning with addition.

Definition 4.7 Suppose (A,⊕,⊗) is a ring.

(i) The identity under addition ⊕ in A is called the zero of A and is
denoted by 0A. The subscript is there to remind us it may not be
the number 0.

(ii) The inverse for an element a ∈ A under the operation of addition ⊕
is called the negative of a and denoted by −a.



4.1 Rings 121

There is no requirement that the operation of multiplication have any of the properties

in the next definition, so each begins with the word “if.”

Definition 4.8 Suppose (A,⊕,⊗) is a ring.

(i) If ⊗ is also commutative we say that A is a commutative ring .
(The term abelian is only used for groups.)

(ii) If there is an identity for ⊗ in A, we call it the unity of A and
denote it by 1A. (Again, it need not be the number one.) If A
contains a unity, we say A is a ring with unity .

(iii) If an element a ∈ A has an inverse under ⊗, then we say that

a is a unit of A and denote its inverse by a−1.

Example 4.9 (Z, +, ·) is a commutative ring, and it has 1 as its unity. However, not every

element has an inverse under multiplication. Can you identify the two integers that are the

only units? However, Q is a commutative ring with unity 1, and every nonzero element is

a unit. What is the inverse of a nonzero element a
b ?

Example 4.10 Recall from Example 1.13 that we had a group whose elements are functions,
=(R) = {f : R → R : f is a function}. For the operation on =(R) we used addition of
functions, that is, for f, g ∈ =(R) the function f + g is defined by (f + g)(x) = f(x) + g(x)
for all x in R.

For multiplication we now define the function fg by fg(x) = f(x)g(x) for all x in R.

We simply multiply the answers each function would give. The proof that =(R) is a ring

under these operations is an exercise at the end of the chapter. Is it a commutative ring

with unity?

Some critical examples of groups were (Zn, +n). We also defined multiplication ·n so it

is natural to ask if (Zn,+n, ·n) is a ring.

Theorem 4.11

If n > 1 then (Zn,+n, ·n) is a commutative ring with unity.

Proof For n > 1, Theorem 1.17 tells us that (Zn,+n) forms an abelian group. We verified
in Chapter 1 that ·n is associative and commutative on Zn as well. We only need to verify
that for any a, b, c ∈ Zn, a ·n (b+n c) = (a ·n b) +n (a ·n c) to know we have a ring.
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Let a, b, c ∈ Zn. There are x, y ∈ Z with b+ c = nx+ y and 0 ≤ y < n. Thus:

a ·n (b+n c) = ay(modn)
= [a(b+ c− nx)](modn)
= [a(b+ c)− nax](modn)
= [a(b+ c)](modn)

Similarly, there are q, r, u, v ∈ Z, 0 ≤ r, v < n, with ab = nq + r and ac = nu+ v. Thus:

(a ·n b) +n (a ·n c) = r +n v
= (r + v)(modn)
= [(ab− nq) + (ac− nu)](modn)
= [(ab+ ac)− n(q + u)](modn)
= [(ab+ ac)](modn)

In the integers with its usual operations, a(b + c) = ab + ac, so we have a ·n (b +n c) =
(a ·n b) +n (a ·n c), and the distributive laws hold. Therefore, for n > 1, (Zn,+n, ·n) forms
a commutative ring. Clearly, 1 is also the unity of (Zn,+n, ·n) completing the proof. �

Recall that the trivial group has only one element in it. Similarly, A = {a} is the trivial

ring . The only way to define addition and multiplication on A is a⊕ a = a and a⊗ a = a.

You should be able to verify that these operations create a commutative ring with unity.

We also define a direct product of rings, similar to Definition 1.33.

Definition 4.12 Suppose we have rings (A,+A, ·A) and (B,+B , ·B).

On the set A×B = {(a, b) : a ∈ A, b ∈ B}, we define the operations:

(a, b) +A×B (c, d) = (a+A c, b+B d)
(a, b) ·A×B (c, d) = (a ·A c, b ·B d).

Since the coordinates are in sets that satisfy the necessary properties to be rings, it is

straightforward to see that A × B is also a ring, with 0A×B = (0A, 0B). The steps needed

to verify this are exercises at the end of the chapter.

Example 4.13 Let A denote the ring (Z4,+4, ·4) and B denote the ring (Q,+, ·). Then in

A×B we find
(
2, 13
)

+A×B
(
3, 12
)

=
(
1, 56
)

and
(
2, 13
)
·A×B

(
3, 12
)

=
(
2, 16
)
.

At first the new structure we call a ring may appear to be simply repeating the ideas

of a group twice (once for addition and once for multiplication). However, the interaction

between addition and multiplication can often have interesting consequences, some of which

will be used frequently in later chapters of the text.
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Definition 4.14 Suppose we have a nontrivial ring (A,⊕,⊗).

(i) An element a ∈ A is called a zero divisor if a 6= 0A and there exists
an element b ∈ A with b 6= 0A but a⊗ b = 0A.

(ii) If A is a ring with unity and has no zero divisors, then we say that
A is a domain .

(iii) If A is a commutative ring with unity and has no zero divisors, we
say that A is an integral domain .

(iv) If A is a commutative ring with unity and every nonzero element of
A is a unit, then A is a field .

The requirement (in the previous definition) that A be a nontrivial ring will ensure that

we do not consider a ring with one element to be an integral domain or field. The trivial

ring {a} is easily commutative and would have the unity and zero of the ring to be equal,

that is, 0A = 1A. The ring would vacuously have no zero divisors, and the nonzero elements

would be units, since there are no nonzero elements. Thus without our restriction the trivial

ring would qualify as an integral domain or a field.

Example 4.15 Consider the ring M2(R). We saw in Example 4.3 that this ring is not com-
mutative. Are there zero divisors or units? Consider the elements

a =

[
−1 0
0 1

]
, b =

[
1 0
−1 0

]
, c =

[
0 0
3 2

]
.

As the zero is

[
0 0
0 0

]
and the unity is

[
1 0
0 1

]
, we have b and c as nonzero elements,

but the next calculation shows that b and c are zero divisors.

bc =

[
1 0
−1 0

] [
0 0
3 2

]
=

[
0 0
0 0

]
Notice that a is a unit since

aa =

[
−1 0
0 1

] [
−1 0
0 1

]
=

[
1 0
0 1

]
.

Many of our familiar rings are integral domains. The integers, rational, or real numbers

with usual addition and multiplication do not have zero divisors. This is one of the properties

of the real numbers we use to help us solve polynomial equations such as 3x2 + 2x = 0.

We write x(3x+ 2) = 0 and then say that either x = 0 or 3x+ 2 = 0 to give the solutions

as x = 0 and x = − 2
3 . However, this type of reasoning will only be valid when the ring

involved is a domain.
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Example 4.16 If we look in the ring (Z8,+8, ·8) we notice that 3(2)2+2(2) = 0, 3(0)2+2(0) =

0, 3(4)2 + 2(4) = 0, and 3(6)2 + 2(6) = 0, so there are four solutions to the equation

x(3x + 2) = 0. Also notice that 3(6) + 2 = 4, so x = 6 does not satisfy either x = 0 or

3x + 2 = 0. This is all because we do not have a domain, as 2, 4, and 6 are zero divisors.

Polynomial equations will become critical to our study of modern algebra beginning in

Chapter 7.

The following theorem will be used frequently and will be strengthened later in Theo-

rem 6.13.

Theorem 4.17

For n > 1, the ring (Zn, +n, ·n), is an integral domain if and only if n is prime.

Proof Consider the ring (Zn,+n, ·n), which we already know is a commutative ring with
unity by Theorem 4.11. We will prove one direction of the implication, and the other will
be left as an exercise at the end of the chapter.

(←) Suppose that n is a prime, n > 1. We need to show that Zn is an integral domain.
We only need to show there are no zero divisors in Zn. Assume instead we have nonzero
a, b ∈ Zn so that a ·n b = 0. This means that the integers a, b make ab evenly divisible by
n, or that n evenly divides ab. As n is prime then by Theorem 0.22, either n evenly divides
a or n evenly divides b. As the elements of Zn are 0, 1, 2, . . . , n − 1, the only one evenly
divisible by n is 0. Thus one of a or b must have been 0, contradicting our assumptions.
Thus Zn is an integral domain when n is prime. �

Following the same pattern we used for groups, we will now look at basic algebra in rings.

The fact that we have two operations makes the algebra a bit more interesting, but it is

critical to remember that we may not be dealing with real numbers.

4.2 Basic Algebra in Rings

In order to make the notation easier to read and write, we will stop using the symbols ⊕
and ⊗. Thus instead of writing a⊕b or a⊗b we use the standard notation of a+b and ab to

refer to the addition and multiplication in our ring. Instead of saying (A,⊕,⊗) is a ring, we

will simply say A is a ring, but it does not imply the operations are any “usual” addition

or multiplication. If there is more than one ring involved, we use +A and ·A to denote the

operations in A.

As each ring is an abelian group under its addition, all of the theorems we proved about

groups are valid here, but they must be translated into additive notation (since we only

have a group under addition). The following theorem is a translation of Theorem 1.24, and

uses the fact that addition is commutative in the statement of (ii).
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Theorem 4.18

Suppose A is a ring.

(i) For every a ∈ A,−(−a) = a.
(ii) For every a, b ∈ A,−(a+ b) = −b+−a = −a+−b.

Frequently, we will add the negative of one element to another element. In Z we call this

subtraction , and we will use this notation in a ring as well.

Definition 4.19 Let A be a ring and a, b ∈ A.

a− b = a +A (−b)

Note that −b is the negative, that is, the additive inverse, of b in A.

The zero of a ring and negatives of its elements have well-understood properties since

(A,+) is a group. Now they must also interact with multiplication, and the next theorem

tells us that some familiar properties will hold.

Theorem 4.20

Suppose that A is a ring.

(i) For every a ∈ A, a0A = 0A = 0Aa.
(ii) For every a, b ∈ A,−(ab) = (−a)b = a(−b).

Proof Assume A is a ring.

(i) Let a ∈ A. We know that 0A + 0A = 0A as 0A is the identity under addition.
Thus a0A = a(0A + 0A). Using the Distributive Law we see that a0A = a0A + a0A. Since
a0A + 0A = a0A then a0A + 0A = a0A + a0A. But (A,+) is a group, so by the Cancellation
Law we can conclude 0A = a0A. Similarly, you should verify that 0Aa = 0A.

(ii) Assume now that we have a, b ∈ A. In order to say that −(ab) = (−a)b, we must
show that (−a)b is the negative of ab. Since addition is commutative in A, we only need
to show that ab + (−a)b = 0A. Notice that using the Distributive Law we know that
ab + (−a)b = (a− a)b. But by definition of negatives a− a = 0A. Thus ab + (−a)b = 0Ab.
By (i) we know 0Ab = 0A, so we have ab + (−a)b = 0A as needed. Thus −(ab) = (−a)b.
You should show that −(ab) = a(−b). �
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It is important to remember that a theorem about groups can only be applied to a

ring using addition. One common mistake occurs when using the Cancellation Law, Theo-

rem 1.27. It has become a familiar step to simplify an equation of the form abc = xyc to

ab = xy. Unfortunately, the proof of Theorem 1.27 relies on the use of inverses. Thus to

use this theorem with multiplication in a ring, the element you wish to “cancel” must be

a unit. The following theorem is the most we can say in a ring (unless we have a domain),

and is left as an exercise at the end of the chapter.

Theorem 4.21

Suppose A is a ring. If a, b, c ∈ A with a 6= 0A and ab = ac, then either a is a zero divisor
or b = c.

In a trivial ring (exactly one element), we saw that 0A = 1A but we implied that this

would not be the case for a nontrivial ring. The next theorem finally shows us why.

Theorem 4.22

If a ring with unity A contains more than one element, then 0A 6= 1A.

Proof Suppose A is a ring with unity, and has at least two elements. Thus there must
exist some element a ∈ A with a 6= 0A. Suppose instead that we have 0A = 1A. Thus it
must be true that a0A = a1A. Since 1A is the unity of A, we know that a1A = a. Also by
Theorem 4.20 we know that a0A = 0A. But this tells us that 0A = a, contradicting our
choice of a. Thus we must have 0A 6= 1A. �

This brings up two interesting questions that will be considered in exercises:

• If A is a ring with exactly two elements, must it be a ring with unity?

• If A is a ring with unity, we know that 1−1A = 1A, but is −(1A) = 1A as well?

Finally, we need to use the notation for exponentiation as we did in groups, but we must

be careful to keep our notation for a + a + · · · + a and aaa · · · a distinct. Most students

are used to thinking of a + a + · · · + a(n −many) with the shorthand na. Unfortunately,

this is the notation we would use to multiply two elements of A, and thus seems to imply

that n ∈ A. However, this will not generally be the case (think about M2(Z) or ℘(C), for

example) and it can be misleading. Thus we introduce a new symbol.
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Definition 4.23 Let A denote a ring, a ∈ A, and n ∈ Z.

n • a is the element of A where:

n • a =



a+ a+ · · ·+ a︸ ︷︷ ︸
n−many

n > 0

0A n = 0

−a+−a+ · · ·+−a︸ ︷︷ ︸
−n−many

n < 0.

The previous definition translates Definition 1.28 into additive notation. The symbol is

a large “dot” to distinguish it from the multiplication defined in A. We can only use the

multiplication of A on two elements of A, as mentioned before the definition.

Example 4.24 Consider the ring (Z8,+8, ·8). Using a = 3 we calculate 12 • a and −6 • a as
follows. (Recall that the negative of 3 is 5.)

12 • a = 3 +8 3 +8 · · ·+8 3 = 36(mod8) = 4

−6 • a = 5 +8 5 +8 5 +8 5 +8 5 +8 5 = 30(mod8) = 6

Definition 4.25 Let A denote a ring and a ∈ A.

(i) For a positive integer n, an = aa · · · a︸ ︷︷ ︸
n−many

.

(ii) If A is a ring with unity 1A and a 6= 0A then a0 = 1A.

(iii) If a is a unit in A and n is a negative integer then

an = a−1a−1 · · · a−1︸ ︷︷ ︸
−n−many

.

Example 4.26 Consider again the ring (Z8,+8, ·8) and a = 3. As 32 = 9(mod8) = 1, then 3

is a unit with 3−1 = 3, so we can calculate 3−6 = 3 ·8 3 ·8 3 ·8 3 ·8 3 ·8 3 = 729(mod8) = 1.

However, we cannot calculate 4−6 since 4 is not a unit in this ring (as you can verify).
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Example 4.27 Consider the power set of a nonempty set, ℘(C), which is a ring under the
operations defined in Example 4.6. If U ∈ ℘(C) what are 6 • U and U6?

6 • U = U ⊕ U ⊕ U ⊕ U ⊕ U ⊕ U = ∅
U6 = U ⊗ U ⊗ U ⊗ U ⊗ U ⊗ U = U

Both the additive notation, n • a, and exponentiation, an, satisfy the basic power rules

we are familiar with. A translation of Theorem 1.29 gives us the first three parts of the next

theorem.

Theorem 4.28

Suppose A is a ring, a ∈ A, and n,m ∈ Z.

(i) (n+Z m) • a = (n • a) +A (m • a).
(ii) (n ·Z m) • a = n • (m • a).
(iii) (−n) • a = n • (−a) = −(n • a).
(iv) If A has a unity 1A then n • a = (n • 1A)a.

Proof Suppose A is a ring, a ∈ A. Parts (i), (ii), and (iii) follow directly from Theorem 1.29,
so we only need to prove (iv). Assume A has unity 1A and let n ∈ Z. If n = 0, then by
definition n • a = 0A and n • 1A = 0A. Thus (n • 1A)a = 0Aa = 0A, so n • a = (n • 1A)a.

If n > 0, then n • a = a + a + · · · + a(n −many), and since a = 1Aa we have n • a =
1Aa + 1Aa + · · · + 1Aa(n−many). Using the Distributive Law we factor out the a on the
right to get n • a = (1A + 1A + · · ·+ 1A)a = (n • 1A)a.

Finally, if n < 0 then (−n) > 0, so let m = −n. Then m • a = (m • 1A)a as seen above.
Thus with help from (iii) and Theorem 4.20 we see:

n•a = (−m)•a = −(m•a) = −[(m•1A)a] = [−(m•1A)]a = [((−m)•1A)]a = (n•1A)a.
Thus n • a = (n • 1A)a as we wanted to show. �

For multiplication we also have the usual power rules, and the proof is very similar to

our proof of Theorem 1.29 for positive integers.

Theorem 4.29

Suppose A is a ring, a ∈ A, and n,m are integers.

(i) If n > 0 and m > 0, then anam = an+m.
(ii) If n > 0 and m > 0, then (an)m = anm.
(iii) If a is a unit in A (a ring with unity), then a−n = (a−1)n = (an)−1.
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Suppose A is a ring and a, b ∈ A. We calculate (a+ b)2 by the Distributive Law.

(a+ b)2 = (a+ b)(a+ b) = a(a+ b) + b(a+ b) = a2 + ab+ ba+ b2

This is not quite the same formula you likely remember, (a+ b)2 = a2 + 2ab+ b2. Why?

Can you see what assumption we are making if we write our final step as a2 + 2 • ab+ b2?

A similar formula can be found for any positive integer n, if the ring A is commutative.

It is called the Binomial Formula (see [39] for more information) and involves a special

notation used in combinatorics,

(
n

k

)
, called n choose k, the number of ways to choose k

things out of a list of n.

Theorem 4.30

Suppose that A is a commutative ring with unity, a, b ∈ A and n is a positive integer.

(a+ b)n = an +

(
n
1

)
• an−1b+

(
n
2

)
• an−2b2 + · · ·+

(
n

n− 1

)
• abn−1 + bn

where for each k < n,

(
n
k

)
= n!

k!(n−k)! .

For example, when n = 3, we have

(
3

1

)
= 3!

1!(2)! = 6
2 = 3 and

(
3

2

)
= 3!

2!(1)! = 6
2 = 3,

giving the familiar formula (a+ b)3 = a3 + 3 • a2b+ 3 • ab2 + b3.

4.3 Subrings

Just as we did for groups, after the definition of a new structure and some of the properties

of that structure, the concept of a substructure logically follows.

Definition 4.31 Let A be a ring and S be a nonempty subset S of A.

S is a subring of A if S is also a ring under the addition

and multiplication of A.

Example 4.32 Consider the subset S = {0, 2, 4} in the ring (Z6,+6, ·6). We need to deter-
mine if S is a ring under +6 and ·6. Since we have a finite set, the Cayley tables for the
operations will help us verify the needed properties.
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+6 0 2 4
0 0 2 4
2 2 4 0
4 4 0 2

·6 0 2 4
0 0 0 0
2 0 4 2
4 0 2 4

Notice from the first table that S is closed under +6. Thus we know +6 is an operation on
S. Also it should be clear that as 0 ∈ S there is a zero element (it was the additive identity
in Z6). Since −2 = 4, and −4 = 2, then each element of S has a negative in S as well. We
already knew that +6 is commutative, so (S,+6) forms an abelian group, a subgroup of
(Z6,+6). The second table tells us that ·6 is an operation on S. As the operations in Z6 are
commutative, associative, and satisfy the distributive laws, we need not check them on S
since the elements of S are from Z6.

Thus S is a subring of Z6.

There is something important to notice in the previous example. In the original ring Z6,

there is a unity element, namely 1. But in S the unity is equal to 4, since 4 ·6 2 = 2 and

4 ·6 4 = 4. Thus if a subring has a unity, it is not required to agree with the unity of the

original ring. In fact, a subring is not required to have a unity even if the original ring does.

In an exercise you will be asked to show that the set of even integers, E, is a subring of the

integers, Z, under its usual operations but has no unity element.

Not every part of the definition of a ring needed to be checked in the previous example,

giving rise to the following theorem, which is analogous to Theorem 2.4.

Theorem 4.33

Suppose A is a ring and S is a subset of A.

S is a subring of A if and only if the following hold:

(i) S is nonempty.
(ii) S is closed under subtraction in A.
(iii) S is closed under multiplication in A.

Proof Suppose A is a ring and S is a subset of A.

(→) Suppose we know that S is a subring of A. By Definition 4.31 S is a ring under the
operations of A, so (S,+) must be a subgroup of (A,+). Thus by Theorem 2.4 S is nonempty.
Also multiplication from A is an operation on S, so S is closed under multiplication. To show
that S is closed under subtraction, let a, b ∈ S. As b ∈ S and S is closed under negatives
by Theorem 2.4, we have −b ∈ S. But S is also closed under addition by Theorem 2.4, so
a+ (−b) ∈ S. Thus a− b ∈ S and S is closed under subtraction, completing this half of the
proof.
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(←) Now suppose that S satisfies (i), (ii), and (iii). We must show that S is a subring
of A. From (i) we know S is nonempty. Since S is nonempty there is some a ∈ S. But S is
closed under subtraction by (ii), so a−a ∈ S and thus 0A ∈ S. Using that S is closed under
subtraction again, 0A − a ∈ S and so −a ∈ S, or S is closed under negatives. For addition,
suppose a, b ∈ S, then −b ∈ S as well, so a− (−b) ∈ S since S is closed under subtraction.
But a − (−b) = a + −(−b) = a + b, so a + b ∈ S and S is closed under addition. Thus by
Theorem 2.4, (S,+) is a subgroup of (A,+), that is, it is an abelian group.

Finally (iii) tells us multiplication is an operation on S, and the associativity of multipli-
cation and distributive laws hold in S since the elements are from A and A is a ring. Thus
S is a subring of A. �

Example 4.34 As groups we had Z, a subgroup of both Q and R under their usual addition,

as well as Q, a subgroup of R. Similarly, under usual addition and multiplication, Z is a

subring of both Q and R while Q is a subring of R.

Example 4.35 Consider the set M2(Z) of 2× 2 matrices whose entries are integers. Similar
to Example 4.3, under the usual addition and multiplication of matrices M2(Z) is a ring.
Define the set:

S =

{[
a b
c 0

]
: a, b, c ∈ Z

}
.

We know that

[
0 0
0 0

]
∈ S, so S is not empty. S is closed under subtraction (you should

prove it), but S is not closed under multiplication. For a counterexample, notice that using
x, y ∈M2(Z) as follows, we have xy /∈M2(Z).

x =

[
2 3
4 0

]
y =

[
1 2
3 0

]

xy =

[
11 4
4 8

]
Thus S is not a subring of M2(Z).

4.4 Ring Homomorphisms

As with groups, we now consider homomorphisms between rings. This time we need to

consider how the function interacts with both operations of the ring.
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Definition 4.36 Let (A,+A, ·A) and (K,+K , ·K) denote two rings.

(i) A function f : A→ K is a ring homomorphism if for any a, b ∈ A,
f(a+A b) = f(a) +K f(b) and f(a ·A b) = f(a) ·K f(b).

(ii) If the homomorphism f is also a bijection from A to K, we say that

f is a ring isomorphism or that A and K are isomorphic.

Notice that the first part of this definition, namely f(a +A b) = f(a) +K f(b) for any

a, b ∈ A, tells us that the function is a group homomorphism using the addition of our

rings. Thus facts from previous chapters about group homomorphisms are valid for rings

and addition, including the following translation of Theorem 2.24.

Theorem 4.37

Let A and K be rings, and suppose that f : A→ K is a ring homomorphism.

(i) f(0A) = 0K .
(ii) f(−a) = −f(a) for each a ∈ A.
(iii) For every n ∈ Z and a ∈ A, n • f(a) = f(n • a).

Example 4.38 Consider the rings (Z6, +6, ·6) and (Z12, +12, ·12). Define a function
f : Z6 → Z12 by f(x) = (3x)(mod12). Is this a ring homomorphism?

Consider the elements 4, 5 ∈ Z6. By definition we have f(4 +6 5) = f(3) = 9, since in Z6

we have 4 +6 5 = 3. However, f(4) +12 f(5) = 0 +12 3 = 3. Thus f(4 +6 5) 6= f(4) +12 f(5),
and f is not a ring homomorphism.

Consider instead the function g : Z6 → Z12 defined by g(x) = (4x)( mod 12). As in Chap-
ter 2 we will use the Cayley tables for the rings to help us decide if g is a homomorphism.
The two Cayley tables for Z6 are shown here:

+6 0 1 2 3 4 5
0 0 1 2 3 4 5
1 1 2 3 4 5 0
2 2 3 4 5 0 1
3 3 4 5 0 1 2
4 4 5 0 1 2 3
5 5 0 1 2 3 4

·6 0 1 2 3 4 5
0 0 0 0 0 0 0
1 0 1 2 3 4 5
2 0 2 4 0 2 4
3 0 3 0 3 0 3
4 0 4 2 0 4 2
5 0 5 4 3 2 1

Using our function g, we see that g(0) = 0, g(1) = 4, g(2) = 8, g(3) = 0, g(4) = 4, g(5) = 8.
Replacing each element in the Cayley tables for Z6 with its image under g:
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+12 0 4 8 0 4 8
0 0 4 8 0 4 8
4 4 8 0 4 8 0
8 8 0 4 8 0 4
0 0 4 8 0 4 8
4 4 8 0 4 8 0
8 8 0 4 8 0 4

·12 0 4 8 0 4 8
0 0 0 0 0 0 0
4 0 4 8 0 4 8
8 0 8 4 0 8 4
0 0 0 0 0 0 0
4 0 4 8 0 4 8
8 0 8 4 0 8 4

All of these answers are correct in (Z12, +21, ·12), so g is a ring homomorphism.

Example 4.39 Consider the rings M2(Z) and Z, and define f : Z→M2(Z) by

f(a) =

[
a 0
0 a

]
. Let a, b ∈ Z.

f(a) =

[
a 0
0 a

]
, f(b) =

[
b 0
0 b

]
, f(a+ b) =

[
a+ b 0

0 a+ b

]

f(a) + f(b) =

[
a 0
0 a

]
+

[
b 0
0 b

]
=

[
a+ b 0

0 a+ b

]

f(ab) =

[
ab 0
0 ab

]

f(a)f(b) =

[
a 0
0 a

] [
b 0
0 b

]
=

[
ab 0
0 ab

]
Then f(a + b) = f(a) + f(b) and f(ab) = f(a)f(b), so our function is a ring homomor-

phism.

Notice that in Example 4.39 both of the rings have a unity and the homomorphism f

maps the integer 1 to the identity matrix. But in the first function in Example 4.38, we

have f(1) = 3. Could that be why the function failed to be a ring homomorphism, that is,

is it necessary to have f(1A) = 1K to have a ring homomorphism from A to K?

A simple example tells us we cannot prove that f(1A) = 1K in general since f(x) = 0K
for all x ∈ A is a ring homomorphism (be sure you can verify this). One fact that will be

used in later chapters is given next, but it is left as an exercise at the end of the chapter.

Remember that {0A} is not a field.

Theorem 4.40

Let A and K be fields. If f : A→ K is an isomorphism, then f(1A) = 1K .
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There is a collection of ring homomorphisms we will use throughout the book, described

in the next theorem.

Theorem 4.41

Using the rings (Z, +, ·) and (Zn, +n, ·n), the function f : Z→ Zn defined by
f(x) = x(modn) is a ring homomorphism for any integer n > 1.

Proof Define f : Z → Zn by f(x) = x(modn). To see that this is a ring homomorphism,
consider integers x, y. We must show f(x+ y) = f(x) +n f(y) and f(xy) = f(x) ·n f(y).

There exist q, r, k, s ∈ Z, 0 ≤ r, s < n with x = nq+r, and y = nk+s. Thus f(x) = r and
f(y) = s, so f(x) +n f(y) = r +n s and f(x) ·n f(y) = r ·n s. The following steps complete
the proof.

f(x+ y) = f((nq + r) + (nk + s))
= f(n(q + k) + (r + s))
= (r + s)(modn)
= f(x) +n f(y)

f(xy) = f((nq + r)(nk + s))
= f(n(nqk + qs+ kr) + rs)
= (rs)(modn)
= f(x) ·n f(y)

Therefore f is a ring homomorphism. �

The definitions of image and kernel for a homomorphism are identical here to those in

Definition 3.31, where the identity referred to in ker(f) is the additive identity, that is, the

zero of the ring.

Definition 4.42 Let A and K denote rings and f : A → K a ring
homomorphism.

(i) The set ker(f) = {x ∈ A : f(x) = 0K} is the kernel of f .

(ii) The set f(A) = {y ∈ K : there exists some x ∈ A with f(x) = y} is

the image of f .

In Example 4.38 the homomorphism g has ker(g) = {0, 3} and g(Z6) = {0, 4, 8}. There

will be more about the kernel and image of a homomorphism in Chapter 5 where quotient

rings and another Fundamental Homomorphism Theorem are discussed.
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People in Mathematics

Amalie
Emmy

Noether

Emmy Noether (1882− 1935) is now celebrated, but

as a woman mathematician in her day she struggled

to be recognized. Noether is considered the “mother”

of abstract algebra, and special rings are now known

as Noetherian Rings. See more about her in [17], [38],

[65], [40], [64], and [30], and online at [60] and [1].

Noether was one of two women at the University

of Erlangen in 1900, but she was only allowed to

audit courses, needing permission from an instructor

to attend a course. She eventually graduated in 1903.

After a short time at the University of Göttingen, the

restrictions on women in universities were lifted, and

Noether began graduate studies at the University of

Erlangen, earning her doctorate in 1907.

Women could still not hold university positions,

so Noether taught at the University of Erlangen for

seven years without being paid, while she continued

her mathematical research. She was invited by col-

leagues to join the University of Göttingen, but was

blocked by other faculty, as women were still not

allowed to hold such positions. She taught for four

years at the University of Göttingen, again unpaid, and lectured under the name of a male

colleague. Finally in 1919 Noether was to be considered for a university position. It was

three years before she was awarded a “special” title equivalent to an unpaid professor, and

yet another year (1923) before she was appointed to a position with a salary! It is incredible

that Noether had been teaching at a university for sixteen years without a paid faculty

position, but learning and teaching were so important she would not stop.

Unfortunately in 1933 Noether’s title was removed when Jewish academics all over Ger-

many were forced out of universities. Along with many other scientists, Noether came to

the United States in 1933, and she held a faculty position at Bryn Mawr until her death in

1935.

Noether was one of the most influential mathematicians of her time. Albert Einstein

said she was a “creative mathematical genius” in his famous letter to the New York Times

([12]) when she passed away. Noether is well remembered, with institutes, campuses, lecture

series, roads, and so forth named after her. There is a crater on the moon and even a minor

planet named for this amazing woman, Emmy Noether.
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Exercises for Chapter 4

Section 4.1 Rings

In exercises 1 − 11, a set and operations are given. Prove or disprove that (A,⊕,⊗) is

a ring. If it is not a ring, determine which parts of the definition hold and which fail by

proving or finding a counterexample for each. Unless noted otherwise assume that + refers

to usual addition and ab means usual multiplication.

1. On A = {5n : n ∈ Z} define a⊕ b = a+ b+ 5 and a⊗ b = ab.

2. On A = {0, 2, 4, 6} use +8 and ·8.

3. On Z define a⊕ b = a+ b− 1 and a⊗ b = ab− (a+ b) + 2.

4. On R− {−1} define a⊕ b = a+ b+ ab and a⊗ b = 0.

5. On Q define a⊕ b = a+ b and a⊗ b = 1
2ab.

6. On Z define a⊕ b = a+ b and a⊗ b = a(b− 1).

7. On Q∗ = {ab : a, b ∈ Z, a, b 6= 0} define a
b ⊕

c
d = ac

bd and a
b ⊗

c
d = ac

bd (yes, the same for

each operation).

8. On U(7) define a⊕ b = a ·7 b and a⊗ b = a+7 b.

9. On U(8) define a⊕ b = a ·8 b and a⊗ b = 5 (the same for every a and b).

10. On U(6) define a⊕ b = a ·6 b and a⊗ b = 1 (the same for every a and b).

11. On A =
{
a+ b

√
3 : a, b ∈ Z

}
define:

(a+ b
√

3)⊕ (c+ d
√

3) = (a+Z c) + (b+Z d)
√

3

(a+ b
√

3)⊗ (c+ d
√

3) = (ac+Z 3bd) + (ad+Z bc)
√

3

12. In exercises 1 − 11, if (A,⊕,⊗) is a ring, prove or disprove that it is a commutative

ring with unity.

13. Using the notation of Example 4.6, show that ⊕ is associative.

14. Prove: If (A,⊕) is an abelian group with identity eA, then the operation a ⊗ b = eG
for all a, b ∈ A makes (A,⊕,⊗) a ring.

15. Suppose (A,+A, ·A) and (B,+B , ·B) are rings. Prove that the set A × B = {(a, b) :

a ∈ A, b ∈ B} is a ring under the operations described in Definition 4.12.

In exercises 16 − 22, create the two Cayley tables for the given ring and identify any zero

divisors and units.

16. (Z9,+9, ·9)

17. (Z5,+5, ·5)

18. (Z10,+10, ·10)

19. (Z7,+7, ·7)

20. (Z2×Z2,⊕,⊗) where (a, b)⊕ (c, d) = (a+2 c, b+2 d) and (a, b)⊗ (c, d) = (a ·2 c, b ·2 d).
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21. (Z2×Z4,⊕,⊗) where (a, b)⊕ (c, d) = (a+2 c, b+4 d) and (a, b)⊗ (c, d) = (a ·2 c, b ·4 d).

22. (Z3×Z3,⊕,⊗) where (a, b)⊕ (c, d) = (a+3 c, b+3 d) and (a, b)⊗ (c, d) = (a ·3 c, b ·3 d).

23. If A and B are nontrivial rings, explain why A × B will always have a zero divisor.

How can you always create one?

24. If A and B are finite nontrivial rings, show that the ring A×B (described in Definition

4.12) contains at least |A|+ |B| − 2 zero divisors.

25. Let C denote a nonempty set, and let ℘(C) = {U : U ⊆ C} be the ring whose

operations were defined in Example 4.6. Prove that C is the unity and determine if

any elements in ℘(C) are units. Are there zero divisors in ℘(C)?

26. Show that the set of functions =(R) = {f : R → R : f is a function} forms a ring

where f + g is defined by (f + g)(x) = f(x) +R g(x) for all x in R, and fg is defined

by fg(x) = f(x) ·R g(x) for all x in R. Is it a commutative ring with unity?

27. Prove the second half of Theorem 4.17.

Section 4.2 Basic Algebra in Rings

28. Let A be a ring and a, b ∈ A. Prove 0Aa = 0A and −(ab) = a(−b).
29. Suppose A is a nontrivial ring with unity, and a ∈ A. Prove: If a is a unit, then a

cannot be a zero divisor.

30. Suppose A is a nontrivial ring with unity, and a, b, c ∈ A with a 6= 0A. Prove: If

ab = ac then either a is a zero divisor or b = c.

31. Suppose A is a commutative ring with unity. Prove: If a, b ∈ A, a 6= 0A, and a(b+1A) =

b(a+ a), then either a is a zero divisor or b = 1A.

32. SupposeA is a nontrivial ring with unity 1A, x, y ∈ A, and y 6= 0A. Prove: If y2 = y+yx

then either y is a zero divisor or y − x = 1A.

33. Prove: If A is a ring and a2 = a for every element a ∈ A, then −a = a for each a ∈ A.

34. Give an example of a ring A with |A| > 1 where a2 = a for each a ∈ A.

35. Prove: If A is a ring and a2 = a for every element a ∈ A, then A is commutative.

36. Suppose A is a nontrivial ring with unity 1A, and for every element a ∈ A, a2 = a.

Prove: If a 6= 1A and a 6= 0A then a is a zero divisor.

37. Suppose A is a ring with unity 1A and for every element a ∈ A, a3 = a. Prove: For

each a ∈ A if a 6= 0A and a is not a zero divisor, then a is a unit.

38. Give an example of a ring A with |A| > 1 where a3 = a for each a ∈ A.

39. Suppose A is a nontrivial ring with unity. Prove: If for each a ∈ A, a2 = a then for

each a ∈ A, a3 = a.

40. Show that the converse of the previous exercise fails by finding an example of a

nontrivial ring A with a3 = a for each a ∈ A but a2 6= a for some a ∈ A.

41. If A is a ring with |A| = 2, must it be a ring with unity? Prove it is true or find a

counterexample.
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42. If A is a ring with |A| = 2 and no zero divisors, must it be a ring with unity? Prove

it is true or find a counterexample.

43. If A is a ring with unity, then 1−1A = 1A, but is −(1A) = 1A? Explain.

44. Let A be a nontrivial ring with unity. Prove or disprove: If a, b ∈ A and ab is a zero

divisor, then at least one of a or b must be a zero divisor.

45. Let A be a nontrivial commutative ring with unity. Prove or disprove: If a, b ∈ A and

a+ b is a zero divisor, then one of a or b is a zero divisor.

46. Let A be a nontrivial commutative ring with unity. Prove or disprove: If a, b ∈ A and

ab is a unit, then a and b are both units. Would this change if the conclusion was

at least one of a or b is a unit?

47. Let A be a nontrivial commutative ring with unity. Prove or disprove: If a, b ∈ A and

a + b is a unit, then a or b must be units. Would this change if the conclusion was

at least one of a or b is a unit?

Section 4.3 Subrings

48. Prove that the set of even integers E is a subring of Z under its usual operations, but

has no unity.

49. If A is a nontrivial ring with unity, must S = {0A, 1A} always be a subring of A?

Prove that S is a subring or give an example where it fails.

50. Let A be a ring. Prove that {0A} and A are subrings of A.

51. Let A be a commutative ring with unity. Prove: {a ∈ A : a is a unit} is a group under

the multiplication of A.

52. Let A be a commutative ring with unity. Prove or disprove that {a ∈ A : a is a unit}
is a subring.

In exercises 53− 62, either prove or disprove that the set is a subring in the ring.

53. {0, 3, 6} in (Z8, +8, ·8).

54. {0, 3, 6} in (Z9, +9, ·9).

55. {x2 : x ∈ Z} in (Z, +, ·).
56. {0, 3, 6, 9} in (Z12, +12, ·12).

57.
{[

a 0

0 a

]
: a ∈ A

}
in M2(Z) .

58.
{[

0 a

a 0

]
: a ∈ Z

}
in M2(Z) .

59. S =

{[
0 0

a 0

]
: a ∈ Z

}
in M2(Z).

60.
{[

a b

0 0

]
: a, b ∈ Z

}
in M2(Z).
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61. The set of all continuous functions from R to R, C(R), in =(R). Remember that the

operations on =(R) are defined in Exercise 26.

62. S =
{
f ∈ C(R) :

∫ 1

0 fdx = 0
}

in C(R).

Section 4.4 Ring Homomorphisms

In exercises 63−72, prove or disprove that the given function f is a ring homomorphism.

Each ring has its usual operations unless otherwise noted.

63. f : Z6 → Z4 defined by f(x) = x(mod4)

64. f : Z8 → Z4 defined by f(x) = x(mod4)

65. f : Z3 × Z2 → Z6 defined by f(a, b) = ab(mod6).

66. f : Z3 × Z2 → Z6 defined by f(a, b) = (4a+ 3b)(mod6)

67. f : Z4 × Z6 → Z12 defined by f(a, b) = (3a+ 2b)(mod12)

68. f : M2(Z)→ Z defined by f

([
a b

c d

])
= b

69. f : M2(Z)→ Z defined by f

([
a b

c d

])
= ad− bc

70. f : Z3 × Z3 → Z3 defined by f(a, b) = a+3 b

71. f : Z3 × Z3 → Z3 defined by f(a, b) = a ·3 b

72. Let S =

{[
a b

0 0

]
: a, b ∈ Z

}
. Define f : S → Z by f

([
a b

0 0

])
= a.

73. Let A and K be rings. Prove: The function f : A → K defined by f(a) = 0K for all

a ∈ A is a ring homomorphism.

74. Let A be a ring. Prove: f : A→ A where f(x) = x is a ring homomorphism.

75. Let A be a ring. Prove: f : A→ A where f(x) = 0A is a ring homomorphism.

76. Let A be a ring with unity and a ∈ A. Must a have a special property to guarantee

that h : A→ A defined by h(x) = ax is always a ring homomorphism?

77. Let m,n ∈ Z, m,n > 1, m 6= n. Prove or disprove that f : Zn → Zm defined by

f(x) = x(modm) for all x ∈ Zn is always a homomorphism.

78. Let m,n ∈ Z, m,n > 1, m 6= n. For f : Zn → Zm defined by f(x) = x(modm) for

all x ∈ Zn, is there a relationship between m and n that will guarantee f is a ring

homomorphism?

79. Prove Theorem 4.40.

80. Suppose we have rings A, B, and C with ring homomorphisms f : A → B and

g : B → C. Prove that the function g ◦ f is a ring homomorphism.
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Projects for Chapter 4

Project 4.1

Consider the set of ordered pairs of integers, Z×Z = {(a, b) : a, b ∈ Z} with the operations
defined as follows. Note that +,− refer to usual addition and subtraction, while writing uv
means usual multiplication in these definitions. The definitions make it clear that they are
operations already.

(x, y)⊕ (a, b) = (x+ a, y + b) (x, y)⊗ (a, b) = (xa− yb, xb+ ya)

1. Prove that (Z× Z,⊕,⊗) is a ring.
2. Is this a commutative ring? Either prove that it is true or find a counterexample

showing it fails to be commutative.
3. Determine if there is a unity for the ring (Z×Z,⊕,⊗). Either find the unity and verify

it is the unity, or explain why none can exist.
4. Prove that (−1, 1) is not a zero divisor. Do zero divisors exist in this ring?
5. Prove that (−1, 1) is not a unit. Can you find a unit other than the unity?

Project 4.2

When checking to see if operations create a ring, associativity and the distributive laws
are usually the most difficult to check. Thus we will practice using a variety of operations.
Every operation is defined on the set Z.

1. Define the operation x ⊕ y = x − y + xy. Determine if ⊕ is associative. Either prove
that it is associative or find a counterexample.

2. Define the operation x⊗ y = y. Determine if ⊗ is associative. Either prove that it is
associative or find a counterexample.

3. Define the operations x ⊕ y = xy and x ⊗ y = y. Determine if the distributive laws
hold. For each one either prove it holds or find a counterexample. Remember to use
the correct operations.

4. Define the operations x ⊕ y = x + y and x ⊗ y = x + y (yes, they are the same).
Determine if the distributive laws hold. For each one either prove it holds or find a
counterexample. Remember to use the correct operations.
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Project 4.3

Let G denote an abelian group with operation ∗ and identity e. Define: An endomorphism
of G is a group homomorphism from G to G. (No assumptions of one to one or onto are
included here!)

Let END(G) denote the set of all endomorphisms of G. The operations for END(G) are
defined as follows.

For f, g ∈ END(G)

(f + g)(x) = f(x) ∗ g(x) (the operation in G)
(fg)(x) = f(g(x)) (usual composition)

1. No matter what the group G is, what element will always exist in END(G) so we can
guarantee it is nonempty?

2. To prove that END(G) is a ring, let f, g, h ∈ END(G):

(i) f + (g + h) = (f + g) + h follows from what property in G?

(ii) What endomorphism will be the zero of END(G)?

(iii) How will the negative of f be defined in END(G)?

(iv) f + g = g + h follows from what property of G?

(v) f(gh) = (fg)h follows from what property of functions?

(vi) f(g + h) = fg + fh, (g + h)f = gf + hf follow from what property of f, g, h?

(vii) What endomorphism will be the unity of END(G)?

Thus END(G) is a ring with unity whenever G is an abelian group!

3. Suppose now that G is a cyclic group generated by a, and f ∈ END(G). Explain why
f(a) completely determines f , that is, for any b ∈ G, f(b) can be found as a power of
f(a).

We can now say that when G is cyclic, the size of END(G) is the same as the size of
G, since we can use each element of G as our f(a) to determine a different member
of END(G).

4. Use G = Z4 and find all of the elements of END(G). Then show the two Cayley tables
for END(G) using the operations defined at the beginning of the project.
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Project 4.4

Consider the ring Z2×Z8 with +2 and ·2 in the first coordinate and +8 and ·8 in the second.

1. Find all of the zero divisors in Z2 × Z8.
2. Find all of the units in Z2 × Z8.
3. Give an example of a nontrivial subring of Z2 × Z8 which does not have a unity. Be

sure to show its addition and multiplication tables, show that it is a subring, and
explain why there is no unity.

4. Give an example of a nontrivial subring of Z2×Z8 which has a unity, but whose unity
is not the same as the unity of Z2×Z8. Be sure to show its addition and multiplication
tables, that it is a subring, and what the unity is.

5. If a subring S of a ring with unity A contains a unity 1S that is not the same as 1A,
is it possible for an element a ∈ S to be a unit in S but a zero divisor in A? If it is
possible find an example; otherwise, prove it is not possible.

Project 4.5

For the rings (Z,+, ·) and (Zn,+n, ·n), n > 1, we saw that the function f : Z→ Zn defined
by f(x) = x(modn) is a ring homomorphism. These homomorphisms can help us solve
problems about the integers!

Consider the equation x2−7y2−24 = 0. We will determine if it has integer solutions.

1. Suppose we had integers a, b with a2−7b2−24 = 0. Use the homomorphism f : Z→ Z7

to show that (f(a))2 − 3 = 0 in Z7.
2. Show that no u ∈ Z7 will satisfy u2 − 3 = 0. Thus there are no integer solutions to

x2 − 7y2 − 24 = 0.
3. Use Z5 to see why the infinite sequence of integers 3, 8, 13, 18, 23, . . . does not include

a square.
4. Suppose the positive integer n is the product of two consequtive positive integers, that

is, n = m(m + 1). Use an appropriate homomorphism to show that the “ones digit”
of n must be either 0, 2, or 6.
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Project 4.6

Suppose A and B are nontrivial commutative rings with unity, and f : A → B is a ring
homomorphism.

1. Prove: If f(1A) = 0B then for every x ∈ A we must have f(x) = 0B .
2. What does the contrapositive of the previous statement tell us about a homomor-

phism?
3. Fill in the blanks to complete the proof of the following statement.

Prove: If B has no zero divisors, then either f(1A) = 0B or f(1A) = 1B .

“Proof”: Assume A and B are nontrivial commutative rings with unity and f :
A → B is a . Since 1A ∈ A then f(1A) ∈ . Now (1A)2 =

so by f a homomorphism f( ) = f(1A)f(1A). Subtracting
from both sides we have = f(1A)f(1A)− f(1A). Using the distributive law
we find = f(1A)( ). Since B has no zero divisors, then either f(1A) =

or = 0B . However, if f(1A)− 1B = 0B , then by adding to
both sides we have f(1A) = . Thus either f(1A) = 0B or f(1A) = 1B .

4. Consider the function f : Z → M2(Z) by f(x) =

[
0 0
0 x

]
. Prove f is a homomor-

phism.
5. How do the previous parts of the project guarantee us that M2(Z) must have zero

divisors?





Chapter 5
Quotient Rings

As in Chapter 3, we now want to look at the formation of quotients, this time quotient

rings. We continue to use A as our notation for a ring, to avoid confusion with R.

5.1 Cosets

In Chapter 3, for a subgroup H of a group G, we wrote cosets in either an additive (a+H)

or multiplicative (aH) form to match the operation on G. Since a ring has two operations,

we cannot use both of them to mean the same set. Thus all cosets for rings use the addition

of the ring to define them.

Definition 5.1 Let A be a ring, S a subring of A, and a ∈ A.

(i) A left coset of S in A is a set of the form a+S = {a+x : x ∈ S}.
(ii) A right coset of S in A is a set of the form S+a = {x+a : x ∈ S}.

The set of all left cosets of S in A is denoted by A/S .

Recall that since A is a ring, a subring S must be a subgroup (S,+) of the group (A,+).

With a subgroup we defined cosets in Definition 3.1. Compare this definition (translated

into addition) with the previous one to see that the cosets we use in rings are exactly the

same cosets the additive subgroup would create.
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The fact that our ring cosets are the same as those defined for groups can cause one

common error. If A is a ring and (S,+) is a subgroup of (A,+), we can define a group coset

a+S. However, ring cosets cannot be discussed unless S is also a subring of A. Just having

(S,+) as a subgroup of (A,+) will not guarantee S is a subring, as seen with M2(Z) and

S =

{[
a b

c 0

]
: a, b, c ∈ Z

}
of Example 4.35.

Since addition is commutative in a ring, if S is a subring then by Theorem 3.18 (S,+)

is a normal subgroup of (A,+). Thus by Theorem 3.17, for any a ∈ A, a + S = S + a.

For consistency with Chapters 3, we will continue to use left cosets in our theorems and

examples.

Example 5.2 In Example 3.2 we considered the group (Z12,+12) with subgroup H =
{0, 4, 8}. Now consider the ring (Z12,+12, ·12). If we use the same set H = {0, 4, 8}, will it
be a subring? Consider the Cayley tables for H:

+12 0 4 8
0 0 4 8
4 4 8 0
8 8 0 4

·12 0 4 8
0 0 0 0
4 0 4 8
8 0 8 4

H is closed under both addition and multiplication, and since −4 = 8,−8 = 4, it is closed
under negatives. Thus H is a subring by Theorem 4.33 and the left cosets are:

0 +H = {0, 4, 8} 1 +H = {1, 5, 9} 2 +H = {2, 6, 10} 3 +H = {3, 7, 11}

Example 5.3 Consider the power set ring defined in Example 4.6. Using C = {1, 2, 3}
we have ℘(C) = {∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}} as our ring. Define the set
S = {∅, {1}, {2}, {1, 2}}. The proof that S is a subring of ℘(C) is an exercise at the end
of the chapter. The distinct cosets of S in ℘(C) are shown next. Remember U ⊕ V =
(U − V ) ∪ (V − U) for U, V ∈ ℘(C).

∅+ S = {∅, {1}, {2}, {1, 2}} {1, 3}+ S = {{1, 3}, {3}, {1, 2, 3}, {2, 3}}

All of the coset theorems from Chapter 3 (translated into additive notation) are also

valid for rings. When translated, we see Theorem 3.4 gives us the following rules.

Theorem 5.4

Let A be a ring and S be a subring of A.

(i) For all a ∈ A, |a+ S| = |S|.
(ii) For all a, b ∈ A, either a+ S = b+ S or (a+ S) ∩ (b+ S) = ∅.
(iii)

⋃
a∈A(a+ S) = A.
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In Theorem 3.6, which is translated next, (ii) should say −b+ a ∈ S, but the addition of

a ring is commutative, so −b+ a = a+−b = a− b.

Theorem 5.5

Let A be a ring, S be a subring of A, and a, b ∈ A.

(i) a+ S = b+ S if and only if a ∈ b+ S.
(ii) a+ S = b+ S if and only if a− b ∈ S.

Example 5.6 Consider the ring M2(Z) and S =

{[
x 0
0 x

]
: x ∈ Z

}
. S is a subring of

M2(Z) [an exercise in Chapter 4]. Consider the following elements of M2(Z):

a =

[
−1 1
0 2

]
b =

[
1 0
−1 4

]

a− b =

[
−1− 1 1− 0
0 + 1 2− 4

]
=

[
−2 1
1 −1

]
Since a− b /∈ S then a+ S 6= b+ S.

In Definition 3.22 we defined an operation on cosets, (a+S) ∗ (b+S) = (a+A b) +S. We

will now use this operation as the addition between cosets, (a+S) + (b+S) = (a+A b) +S.

By Theorem 3.26 we know that using this addition on A/S forms a group.

Example 5.7 We found the distinct cosets of S = {0, 4, 8} in the ring (Z12,+12, ·12) in
Example 5.2. Thus Z12/S = {0 +S, 1 +S, 2 +S, 3 +S}, and this addition of cosets gives us
the Cayley table:

+ 0 + S 1 + S 2 + S 3 + S
0 + S 0 + S 1 + S 2 + S 3 + S
1 + S 1 + S 2 + S 3 + S 0 + S
2 + S 2 + S 3 + S 0 + S 1 + S
3 + S 3 + S 0 + S 1 + S 2 + S

Another operation is still needed to make A/S a ring, but this will not be possible for

every subring S of a ring A. Among the collection of subrings of a ring there are special

subrings, just as normal subgroups were needed for quotient groups.
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5.2 Ideals
According to Theorem 4.33 a subring S of a ring A must be closed under multiplication,

meaning that if a, b ∈ S then ab ∈ S. However, it does not require the product to be in S

when multiplying an element of S with any element of A.

Definition 5.8 Suppose A is a ring and S is a subring of A.

(i) We say S absorbs multiplication from A if for any a ∈ S and
x ∈ A both ax ∈ S and xa ∈ S.

(ii) S is an ideal of A if it absorbs multiplication from A.

Example 5.9 Consider in Example 4.32, S = {0, 2, 4} is a subring of (Z6, +6, ·6). Is S also
an ideal? We already know that products of two elements of S are back in S. We only need
to check products with a ∈ S and x ∈ A− S. Thus consider the following products:

1(0) = 0 3(0) = 0 5(0) = 0
1(2) = 2 3(2) = 0 5(2) = 4
1(4) = 4 3(4) = 0 5(4) = 2

Since multiplication in Z6 is commutative, these tell us that S absorbs multiplication

from Z6, and thus S is an ideal of Z6.

If a set S absorbs multiplication from A, it must also be closed under multiplication.

Thus we have a modification of Theorem 4.33 for an ideal.

Theorem 5.10

Suppose A is a ring and S is a subset of A.

S is an ideal of A if and only if the following hold:

(i) S is nonempty.
(ii) S is closed under subtraction in A.
(iii) S absorbs multiplication from A.

Example 5.11 We know that Z is a subring of Q. However, the element 1
2 · 3 is not an

integer, so Z does not absorb multiplication from Q and so Z is not an ideal of Q.

This example shows a significant difference between ideals of rings and normal subgroups

of groups. If a group is abelian then every subgroup is normal, but even if we have a

commutative ring with unity, such as Q, not every subring will be an ideal.
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When looking for subrings and ideals, there will always be two of them in a nontrivial

ring, {0A} and A. The proof that these are ideals of A is left as an exercise at the end of

the chapter. There is also one special property of ideals that is useful in later chapters, and

the proof of the next theorem is also left as an exercise.

Theorem 5.12

If A is a ring with unity and S is an ideal of A with 1A ∈ S then S = A.

Example 5.13 Notice that the previous theorem can help us quickly determine that certain

subsets of a ring cannot be ideals. In the ring Z × Z (usual addition and multiplication in

each coordinate) define the set S = {(x, x) : x ∈ Z}. Since (1, 1) is the unity of Z × Z and

(1, 1) ∈ S, then S cannot be an ideal unless S = Z× Z. However, (1, 3) /∈ S so S is not an

ideal of Z× Z.

If a ring is not commutative, we can define left ideals or right ideals as well. Since in

later chapters all of our rings will be assumed commutative, we will not use left or right

ideals and thus only mention them here (see [10] for more).

Definition 5.14 Suppose S is a subring of a ring A.

(i) S is a left ideal of A if for any a ∈ S and x ∈ A we have xa ∈ S.
(S absorbs multiplication on the left by elements of A.)

(ii) S is a right ideal of A if for any a ∈ S and x ∈ A we have ax ∈ S.
(S absorbs multiplication on the right by elements of A.)

It should be clear that if S is both a left ideal of A and a right ideal of

A, then S is an ideal of A.

In Chapter 2, cyclic groups were introduced. This concept helped us find many subgroups

of a given group. In rings the parallel concept is a principal ideal, generated by a single

element.

Definition 5.15 Let A be a ring and a ∈ A.

The principal ideal generated by a is the set:

〈a〉 = {x1ay1 + x2ay2 + · · ·+ xnayn : n ∈ Z+ and xi, yi ∈ A for each i}.
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We can use Theorem 5.10 to prove that 〈a〉 is an ideal of S. Since a ∈ A, then using

n = 1, x1 = a, and y1 = a, we see aaa ∈ 〈a〉, and 〈a〉 6= ∅. Consider u, v ∈ 〈a〉.

u = x1ay1 + x2ay2 + · · ·+ xnayn v = w1az1 + w2az2 + · · ·+ wmazm

By the following calculations, u − v, ub and bu for b ∈ A are back in 〈a〉, so 〈a〉 is an

ideal.

u− v = x1ay1 + x2ay2 + · · ·+ xnayn + (−w1)az1 + (−w2)az2 + · · ·+ (−wm)azm

ub = x1a(y1b) + x2a(y2b) + · · ·+ xna(ynb)

bu = (bx1)ay1 + (bx2)ay2 + · · ·+ (bxn)ayn

The notation in the previous definition, x1ay1 +x2ay2 + · · ·+xnayn, is very cumbersome

and difficult to work with in general. When the ring is commutative and has a unity, there

is a simpler way to describe a principal ideal.

Theorem 5.16

If A is a commutative ring with unity and a ∈ A, then 〈a〉 = {xa : x ∈ A}.

Proof Suppose that A is a commutative ring with unity and a ∈ A. 〈a〉 is the principal ideal
generated by a, Definition 5.15. We must show 〈a〉 ⊆ {xa : x ∈ A} and 〈a〉 ⊇ {xa : x ∈ A}.

(⊆) Let u ∈ 〈a〉 then there are n ∈ Z+ and ci, yi ∈ A, 1 ≤ i ≤ n, with

u = c1ay1 + c2ay2 + · · ·+ cnayn.

As A is commutative and using the distributive laws we find:

u = (c1y1)a+ (c2y2)a+ · · ·+ (cnyn)a
= (c1y1 + c2y2 + · · ·+ cnyn)a.

Since c1y1 + c2y2 + · · ·+ cnyn ∈ A then u = xa for some x ∈ A. Thus 〈a〉 ⊆ {xa : x ∈ A}.
(⊇) Suppose w ∈ {xa : x ∈ A} then w = xa for some x ∈ A. We assumed A has a unity

so we can write w = xa1A and so w ∈ 〈a〉. Thus we have 〈a〉 ⊇ {xa : x ∈ A} and therefore
〈a〉 = {xa : x ∈ A}. �

Example 5.17 Consider the ring Z of integers with its usual operations and the element
3 ∈ Z. We can see the elements of 〈3〉 easily:

〈3〉 = {3n : n ∈ Z} = {. . . ,−12,−9,−6,−3, 0, 3, 6, 9, 12, . . .}

Thus 〈3〉 is a proper subset of Z. However, in the ring Q of rational numbers, we in fact

have 〈3〉 = Q. Note 1
3 ∈ Q and so as 〈3〉 is an ideal, we have 1

3 · 3 ∈ 〈3〉. But now 1 ∈ 〈3〉 so

by Theorem 5.12, 〈3〉 = Q.
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We saw in Theorem 2.15 that every subgroup of Z (with usual addition) is cyclic. A

similar theorem for ideals of Z is next, whose proof is very similar to that of Theorem 2.15.

Theorem 5.18

In the ring (Z, +, ·), every ideal is a principal ideal.

Proof Let S be an ideal of Z. First, we will consider the trivial ideals. If S = {0} then
clearly S = 〈0〉. If S = Z then S = 〈1〉 since by Theorem 5.12 〈1〉 = Z. Thus in each of
these cases our ideal is principal.

Now suppose we have a nontrivial ideal S of Z. As S is nontrivial there is some nonzero
integer n ∈ S. An ideal is closed under negatives, so we know that −n is also in S. Either
n > 0 or −n > 0, so there must exist some positive element of Z in S. Choose m to be the
least positive element of Z that is in S, and we will show that S = 〈m〉.

Every element of 〈m〉 is of the form ym where y is an integer. Since S absorbs products
and m is in S, then clearly 〈m〉 ⊆ S. To complete the proof, suppose we have x ∈ S, and
we will show that x ∈ 〈m〉. By Theorem 0.19 there are integers q and r with x = mq + r
and 0 ≤ r < m. Since m ∈ S then mq ∈ S as S absorbs products. Thus x−mq ∈ S as S is
closed under subtraction, but r = x−mq so r ∈ S. If r > 0 then there is a positive integer
smaller than m in S, but m was chosen as the least positive element in S, so we must have
r = 0, and thus x = mq. Hence x ∈ 〈m〉 and S ⊆ 〈m〉. Therefore, S = 〈m〉. �

5.3 Quotient Rings

In order to create a quotient ring, there must be an operation of multiplication on our

cosets, along with the addition recalled before Example 5.7.

Definition 5.19 Let A be a ring, S be a subring of A, and a, b ∈ A.

(a + S) ∗ (b + S) = (ab) + S

where ab is calculated using multiplication in the ring A.

In order to use this as our multiplication, we must know it is an operation (Definition 1.1)

on A/S . Just as in quotient groups, this is more difficult than it seems. We must be able

to verify that for a+ S, b+ S, c+ S, d+ S ∈ A/S , if a+ S = b+ S and c+ S = d+ S, then

(a+ S) ∗ (c+ S) = (b+ S) ∗ (d+ S).
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Example 5.20 In Example 5.7, S = {0, 4, 8} is a subring of (Z12,+12, ·12). The definition of
this possible multiplication gives the Cayley table:

∗ 0 + S 1 + S 2 + S 3 + S
0 + S 0 + S 0 + S 0 + S 0 + S
1 + S 0 + S 1 + S 2 + S 3 + S
2 + S 0 + S 2 + S 0 + S 2 + S
3 + S 0 + S 3 + S 2 + S 1 + S

Notice that 4 + S = 0 + S and 3 + S = 11 + S. Also (4 + S) ∗ (3 + S) = 0 + S and

(0 + S) ∗ (11 + S) = 0 + S. This looks very promising.

Example 5.21 Consider the ring (Q, +, ·). We know that Z is subring of Q as well. Consider
now some of the cosets of the form a + Z. It should be clear that 1

2 + Z = 3
2 + Z and

1
4 + Z = 9

4 + Z since 3
2 −

1
2 , 9

4 −
1
4 ∈ Z.(

1
2 + Z

)
∗
(
9
4 + Z

)
= 9

8 + Z(
3
2 + Z

)
∗
(
1
4 + Z

)
= 3

8 + Z

But 9
8 −

3
8 = 6

8 is not in Z, so 9
8 + Z 6= 3

8 + Z. This is a problem since the same cosets

gave different answers under this “multiplication.”

Thus there must be a difference in the previous examples that caused the coset multipli-

cation to fail as an operation in one and not the other. From Theorem 5.16 you can verify

that in Z12 the set S = {0, 4, 8} is the principal ideal 〈4〉. Also in Example 5.11 we saw that

while Z is a subring of Q it is not an ideal of Q.

Theorem 5.22

Let A be a ring and S be a subring of A.

If S is an ideal of A, then ∗ as in Definition 5.19 is an operation on A/S .

Proof Suppose A is a ring and S is an ideal of A. By Definition 5.19 for all a+S, b+S ∈ A/S ,
it is clear that an answer exists for (a+ S) ∗ (b+ S) = (ab) + S,that is and that the answer
is another coset. The problem is whether a unique answer exists for each pair. This was
exactly the question normal subgroups solved for us in Theorem 3.26 for the addition of
cosets. Let a + S = c + S and b + S = d + S where a, b, c, d ∈ A. We need to show that
(a+S) ∗ (b+S) = (c+S) ∗ (d+S), that is, ab+S = cd+S. Since these are cosets, we can
use Theorem 5.5 to help. We will prove that ab− cd ∈ S.
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Consider the element (a − c)b + c(b − d) ∈ A. We know that a − c ∈ S and b − d ∈ S
by Theorem 5.5. Since S is an ideal it absorbs products from A, so we know (a − c)b ∈ S
and c(b − d) ∈ S as well. Thus (a − c)b + c(b − d) ∈ S as S is closed under addition. The
following calculation shows us ab− cd ∈ S as needed, and ∗ is an operation on A/S .

(a− c)b+ c(b− d) = ab− cb+ cb− cd = ab− cd

�

We can now say A/S is a ring when S is an ideal of A.

Theorem 5.23

Let A be a ring and S be a subring of A.

If S is an ideal, then A/S is a ring under coset operations as defined in this section.

We call A/S the quotient ring , A mod S.

Proof Assume A is a ring and S is an ideal of A. We know from Theorem 3.26 that the
set A/S is a group under coset addition. Let a+ S, b+ S ∈ A/S . Then (a+ S) + (b+ S) =
(a+A b) +S and (b+S) + (a+S) = (b+A a) +S. In a ring the addition is commutative, so
a+A b = b+A a. Thus (a+S)+(b+S) = (a+A b)+S = (b+A a)+S = (b+S)+(a+S), and
A/S is an abelian group under addition. Theorem 5.22 showed us that coset multiplication
is an operation on A/S , so we only need to show that:

(i) ∗ is associative.
(ii) The distributive laws hold.

(i) Let a+ S, b+ S, c+ S ∈ A/S . We need to show that

[(a+ S) ∗ (b+ S)] ∗ (c+ S) = (a+ S) ∗ [(b+ S) ∗ (c+ S)].

By definition of the coset operations we have the following equations:

[(a+ S) ∗ (b+ S)] ∗ (c+ S) = (ab+ S) ∗ (c+ S) = (ab)c+ S
(a+ S) ∗ [(b+ S) ∗ (c+ S)] = (a+ S) ∗ (bc+ S) = a(bc) + S.

Since multiplication on A is associative, we know a(bc) = (ab)c, so a(bc) +S = (ab)c+S.
Thus ∗ is associative.

(ii) Let a+ S, b+ S, c+ S ∈ A/S . We need to verify the following two equalities:

[(a+ S) + (b+ S)] ∗ (c+ S) = [(a+ S) ∗ (c+ S)] + [(b+ S) ∗ (c+ S)]

(a+ S) ∗ [(b+ S) + (c+ S)] = [(a+ S) ∗ (b+ S)] + [(a+ S) ∗ (c+ S)].
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By definition:

[(a+ S) + (b+ S)] ∗ (c+ S) = ((a+A b) + S) ∗ (c+ S) = ((a+A b)c) + S

(a+ S) ∗ (c+ S) + (b+ S) ∗ (c+ S) = (ac+ S) + (bc+ S) = (ac+A bc) + S.

Since the distributive laws hold in A, we know (a+A b)c = ac+A bc, making the cosets
equal as well, (a+A b)c+ S = ac+A bc+ S. The proof of the second equality is an exercise
at the end of the chapter.

Thus A/S is a ring under our coset operations as defined. �

Example 5.24 Consider the ring (Z, +, ·). If we choose an element such as a = −5, we know
the set 〈−5〉 is an ideal. Thus we can create the ring Z/〈−5〉. Consider the cosets

0 + 〈−5〉 1 + 〈−5〉 2 + 〈−5〉 3 + 〈−5〉 4 + 〈−5〉.

First, we will show that these are distinct cosets in Z/〈−5〉. If i, j ∈ {0, 1, 2, 3, 4} we will
show that i 6= j guarantees us i + 〈−5〉 6= j + 〈−5〉, and thus they are distinct. Suppose
instead that i+ 〈−5〉 = j+ 〈−5〉, then by Theorem 5.5 we have i− j ∈ 〈−5〉, and thus i− j
is a multiple of −5. The following table shows the answers to i− j for i, j ∈ {0, 1, 2, 3, 4}.

− 0 1 2 3 4
0 0 −1 −2 −3 −4
1 1 0 −1 −2 −3
2 2 1 0 −1 −2
3 3 2 1 0 −1
4 4 3 2 1 0

Notice that none of −1,−2,−3,−4, 1, 2, 3, or 4 can be written as an integer multiple of
−5, and thus i − j ∈ 〈−5〉 implies i = j. We now know that these cosets are distinct, but
are there others in the ring Z/〈−5〉?

Suppose we have a coset x+〈−5〉 in the ring Z/〈−5〉. As x ∈ Z, by Theorem 0.19, x = 5n+y
where n, y are integers and 0 ≤ y < 5. But since 5n = −5(−n) is in 〈−5〉, then x−y ∈ 〈−5〉.
Thus x+ 〈−5〉 = y+ 〈−5〉, but y is either 0, 1, 2, 3, or 4, so x+ 〈−5〉 is one of the five cosets
we found earlier.

Z/〈−5〉 = {0 + 〈−5〉 , 1 + 〈−5〉 , 2 + 〈−5〉 , 3 + 〈−5〉 , 4 + 〈−5〉}

The Cayley tables for this ring are shown; be sure you know how to find them.

+ 0 + 〈−5〉 1 + 〈−5〉 2 + 〈−5〉 3 + 〈−5〉 4 + 〈−5〉
0 + 〈−5〉 0 + 〈−5〉 1 + 〈−5〉 2 + 〈−5〉 3 + 〈−5〉 4 + 〈−5〉
1 + 〈−5〉 1 + 〈−5〉 2 + 〈−5〉 3 + 〈−5〉 4 + 〈−5〉 0 + 〈−5〉
2 + 〈−5〉 2 + 〈−5〉 3 + 〈−5〉 4 + 〈−5〉 0 + 〈−5〉 1 + 〈−5〉
3 + 〈−5〉 3 + 〈−5〉 4 + 〈−5〉 0 + 〈−5〉 1 + 〈−5〉 2 + 〈−5〉
4 + 〈−5〉 4 + 〈−5〉 0 + 〈−5〉 1 + 〈−5〉 2 + 〈−5〉 3 + 〈−5〉
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∗ 0 + 〈−5〉 1 + 〈−5〉 2 + 〈−5〉 3 + 〈−5〉 4 + 〈−5〉
0 + 〈−5〉 0 + 〈−5〉 0 + 〈−5〉 0 + 〈−5〉 0 + 〈−5〉 0 + 〈−5〉
1 + 〈−5〉 0 + 〈−5〉 1 + 〈−5〉 2 + 〈−5〉 3 + 〈−5〉 4 + 〈−5〉
2 + 〈−5〉 0 + 〈−5〉 2 + 〈−5〉 4 + 〈−5〉 1 + 〈−5〉 3 + 〈−5〉
3 + 〈−5〉 0 + 〈−5〉 3 + 〈−5〉 1 + 〈−5〉 4 + 〈−5〉 2 + 〈−5〉
4 + 〈−5〉 0 + 〈−5〉 4 + 〈−5〉 3 + 〈−5〉 2 + 〈−5〉 1 + 〈−5〉

You may notice that if we hide the “+ 〈−5〉” in these tables, it would look exactly like the

ring (Z5, +5, ·5). It is precisely for that reason we use the word “mod” when dealing with

quotient groups and rings. In fact, the ring Zn could have been defined using equivalence

classes [0], [1], . . . , [n−1], which are really our cosets, instead of the numbers 0, 1, . . . , n−1.

Properties of quotient rings will be important later, some are exercises at the end of the

chapter.

Theorem 5.25

Suppose that A is a nontrivial ring and S is an ideal of A.

(i) If A is commutative then A/S is also commutative.
(ii) If A contains a unity 1A then 1A + S is the unity of A/S .
(iii) S = A if and only if A/S = {0A + S}.

Proof Suppose that A is a ring and S is an ideal of A.
(i) An exercise at the end of the chapter.
(ii) An exercise at the end of the chapter.

(iii) (→) Suppose S = A. By definition we know that 0A+S ∈ A/S so we have {0A+S} ⊆
A/S and need only prove {0A + S} ⊇ A/S . Let a + S ∈ A/S . Since we know a ∈ S then
a+ S = 0A + S by Theorem 5.5, and so a+ S ∈ {0A + S}. Thus {0A + S} ⊇ A/S and we
have A/S = {0A + S}.

(←) Now suppose that A/S = {0A + S}. By definition we know S ⊆ A, so we need to
prove A ⊆ S. Let a ∈ A then a+S ∈ A/S . But A/S = {0A+S} so we have a+S = 0A+S,
and thus by Theorem 5.5 a− 0A ∈ S. Hence a ∈ S and A ⊆ S showing S = A. �

We must be careful not to use the statements in Theorem 5.25 incorrectly.

Example 5.26 Consider A = M2(Z) with its usual operations, a ring we know is not com-

mutative. Choose S to be the whole ring M2(Z), which is an ideal of A. Then M2(Z)/M2(Z)
has only one element by (iii) of Theorem 5.25. However, the trivial ring is commutative. So

it is possible to have A/S commutative even if A was not.
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Example 5.27 Consider the ring E of even integers, which has no unity. In an exercise at the
end of the chapter, you are asked to verify that S = {6n : n ∈ Z} is an ideal of E. However,
E/S = {0 + S, 2 + S, 4 + S} has unity 4 + S as seen in the following Cayley table.

∗ 0 + S 2 + S 4 + S
0 + S 0 + S 0 + S 0 + S
2 + S 0 + S 4 + S 2 + S
4 + S 0 + S 2 + S 4 + S

Finally, T = {4n : n ∈ Z} is an ideal of E as well (an exercise). You can verify that
E/T = {0 + T, 2 + T}, but (2 + T ) ∗ (2 + T ) = 0 + T so the quotient ring E/T does have

zero divisors!

Other properties can hold in the quotient ring that did not hold in the original ring as

well, as seen in the next example.

Example 5.28 Consider the ring (Z8, +8, ·8) and S = {0, 2, 4, 6}. Since S = 〈2〉, then S is
an ideal of Z8. The only distinct cosets of S are 0 + S = {0, 2, 4, 6} and 1 + S = {1, 3, 5, 7},
so Z8/S = {0 + S, 1 + S}. The quotient ring Z8/S has some interesting properties that fail
in Z8, which can all be seen in the following Cayley tables.

+ 0 + S 1 + S
0 + S 0 + S 1 + S
1 + S 1 + S 0 + S

∗ 0 + S 1 + S
0 + S 0 + S 0 + S
1 + S 0 + S 1 + S

Notice the following properties, which would fail for Z8.

(i) Every element of Z8/S is its own negative, that is, (a+ S) + (a+ S) = 0 + S.
(ii) For each element a+ S in Z8/S , (a+ S)2 = a+ S.
(iii) The ring Z8/S is an integral domain.
(iv) The ring Z8/S is a field.

As every finite ring A is a group under addition and a subring S of A is a subgroup under

addition, Lagrange’s Theorem (3.9) again tells us |S| must evenly divide |A|. We also have

the following analog of Theorem 3.30.

Theorem 5.29

Let A be a finite ring and S be an ideal of A. Then
∣∣ A/S ∣∣ = | A |

| S | .

Notice in Example 5.28 we have | Z8 | = 8, | S | = 4, and
∣∣ Z8/S

∣∣ = 2, which illustrates

the previous theorem. Also since the ring Z4 × Z3 has twelve elements, it can never have a

subring with exactly five elements.
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5.4 The Fundamental Homomorphism Theorem

Recall from Definition 4.36 that a ring homomorphism f : A → K is a function where

f(a + b) = f(a) + f(b) and f(ab) = f(a)f(b). Also Chapter 4 ended with the following

definition.

Definition 4.42 Let A and K denote rings and f : A → K be a ring

homomorphism.

(i) The set ker(f) = {x ∈ A : f(x) = 0K} is the kernel of f .

(ii) The set f(A) = {y ∈ K : there exists some x ∈ A with f(x) = y} is

the image of f .

The proof of the next theorem is identical (when translated into additive notation) to

the proof of Theorem 3.34. The operation of multiplication plays no part.

Theorem 5.30

Let A and K denote rings and f : A→ K a ring homomorphism.

(i) f is one to one if and only if ker(f) = {0A}.
(ii) f is onto if and only if f(A) = K.

Example 5.31 In Example 4.38 we saw that g : Z6 → Z12 by g(x) = (4x)(mod12) is a ring
homomorphism. Since g(0) = 0, g(1) = 4, g(2) = 8, g(3) = 0, g(4) = 4, g(5) = 8 we have
ker(g) = {0, 3} and g(Z6) = {0, 4, 8}. Notice that under the operations of Z6, we can create
the Cayley tables for ker(g).

+6 0 3
0 0 3
3 3 0

·6 0 3
0 0 0
3 0 3

We know from Theorem 3.35 ker(g) is a group under addition. The previous table shows

it is also closed under multiplication, and thus it is a subring of Z6. To see that ker(g) is

an ideal, notice that 1(0) = 0, 1(3) = 3, 2(0) = 0, 2(3) = 0, 4(0) = 0, 4(3) = 0, 5(0) = 0,

5(3) = 3. Thus ker(g) absorbs products from Z6.

The previous example motivates the next theorem, which is similar to Theorem 3.35.
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Theorem 5.32

Let A and K denote rings and suppose f : A→ K is a ring homomorphism.

(i) ker(f) is an ideal of A.

(ii) f(A) is a subring of K.

Proof Assume that A and K denote rings and f : A→ K is a ring homomorphism.

(i) We know from Theorem 3.35 that ker(f) is an additive subgroup of (A,+). Thus we
only need to show it absorbs products from A to have an ideal of A, which is an exercise at
the end of the chapter.

(ii) Again, from Theorem 3.35 we know that f(A) is an additive subgroup of K. We
only need to show it is closed under multiplication. Suppose c, d ∈ f(A). Thus there exist
elements x, y ∈ A with f(x) = c and f(y) = d. Now f(xy) = f(x)f(y) = cd, as f is
a ring homomorphism. Thus cd ∈ f(A). Similarly, dc ∈ f(A), so f(A) is closed under
multiplication and is a subring of K. �

Example 5.33 Using the rings (Z, +, ·) and (Q, +, ·), define f : Z → Q by f(x) = x. This

is easily a ring homomorphism, and f(Z) = Z. We know that Z is a subring of Q, but it

is not an ideal of Q from Example 5.11. Thus in Theorem 5.32 we cannot say that f(A) is

always an ideal of K.

Example 5.34 With rings (Z8, +8, ·8) and (Z6, +6, ·6), consider the function f : Z8 → Z6

defined by f(x) = (3x)(mod6). We see that f(0) = 0, f(1) = 3, f(2) = 0, f(3) = 3, f(4) =
0, f(5) = 3, f(6) = 0, and f(7) = 3. To verify that f is a ring homomorphism, we use the
following Cayley tables.

+8 0 1 2 3 4 5 6 7
0 0 1 2 3 4 5 6 7
1 1 2 3 4 5 6 7 0
2 2 3 4 5 6 7 0 1
3 3 4 5 6 7 0 1 2
4 4 5 6 7 0 1 2 3
5 5 6 7 0 1 2 3 4
6 6 7 0 1 2 3 4 5
7 7 0 1 2 3 4 5 6

→

+6 0 3 0 3 0 3 0 3
0 0 3 0 3 0 3 0 3
3 3 0 3 0 3 0 3 0
0 0 3 0 3 0 3 0 3
3 3 0 3 0 3 0 3 0
0 0 3 0 3 0 3 0 3
3 3 0 3 0 3 0 3 0
0 0 3 0 3 0 3 0 3
3 3 0 3 0 3 0 3 0
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·8 0 1 2 3 4 5 6 7
0 0 0 0 0 0 0 0 0
1 0 1 2 3 4 5 6 7
2 0 2 4 6 0 2 4 6
3 0 3 6 1 4 7 2 5
4 0 4 0 4 0 4 0 4
5 0 5 2 7 4 1 6 3
6 0 6 4 2 0 6 4 2
7 0 7 6 5 4 3 2 1

→

·6 0 3 0 3 0 3 0 3
0 0 0 0 0 0 0 0 0
3 0 3 0 3 0 3 0 3
0 0 0 0 0 0 0 0 0
3 0 3 0 3 0 3 0 3
0 0 0 0 0 0 0 0 0
3 0 3 0 3 0 3 0 3
0 0 0 0 0 0 0 0 0
3 0 3 0 3 0 3 0 3

Since both of the final tables are correct in Z6, f is a ring homomorphism. Notice that
ker(f) = {0, 2, 4, 6} and f(Z8) = {0, 3}. Using the ideal ker(f) notice that we have the
cosets 0 + ker(f) and 1 + ker(f), with Cayley tables for Z8/ker(f) as shown.

+ 0 + ker(f) 1 + ker(f)
0 + ker(f) 0 + ker(f) 1 + ker(f)
1 + ker(f) 1 + ker(f) 0 + ker(f)

∗ 0 + ker(f) 1 + ker(f)
0 + ker(f) 0 + ker(f) 0 + ker(f)
1 + ker(f) 0 + ker(f) 1 + ker(f)

Compare these to the Cayley tables for the ring f(Z8):

+6 0 3
0 0 3
3 3 0

·6 0 3
0 0 0
3 0 3

By matching 0 + ker(f) to 0 and 1 + ker(f) to 3, the rings are identical.

This leads us to the Fundamental (Ring) Homomorphism Theorem, analogous to Theo-

rem 3.36 and the special case Theorem 3.39. Since the situation in which it is applied will

be clear, we use FHT to denote either this next theorem or Theorem 3.39.

Theorem 5.35

The Fundamental (Ring) Homomorphism Theorem (FHT) Let A and K be rings and
f : A→ K a ring homomorphism. Then the image of f , f(A) is isomorphic to the quotient
ring A/ker(f), that is, f(A) ∼= A/ker(f).

As in Theorem 3.39, if f is onto we can say K ∼= A/ker(f).

Proof Suppose A and K are rings and f : A → K is a ring homomorphism. From Theo-
rem 5.32 we know ker(f) is an ideal of A, and thus A/ker(f) is a ring by Theorem 5.23.
Define the map ϕ (exactly as was done in Theorem 3.36).

ϕ : A/ker(f) → f(A) with ϕ(a+ ker(f)) = f(a)

The proof that ϕ is well-defined, one to one, and onto, is identical to Theorem 3.36, so
we will not repeat it here. Finally, consider a+ ker(f), b+ ker(f) ∈ A/ker(f). Using coset
rules and that f is a homomorphism, we calculate the following.
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ϕ((a+ ker(f)) + (b+ ker(f))) = ϕ((a+ b) + ker(f))
= f(a+ b)
= f(a) + f(b)
= ϕ(a+ ker(f)) + ϕ(b+ ker(f))

ϕ((a+ ker(f))(b+ ker(f))) = ϕ((ab) + ker(f))
= f(ab)
= f(a)f(b)
= ϕ(a+ ker(f))ϕ(b+ ker(f))

Thus ϕ is a homomorphism, so ϕ is an isomorphism, and f(A) ∼= A/ker(f). �

Example 5.36 Consider the rings (M2(Z), +, ·) and (Z, +, ·), and define

f : Z→M2(Z) by f(a) =

[
a 0
0 a

]
.

In Example 4.39 we saw that this function is a homomorphism. For an integer a to be
in ker(f), we need f(a) to equal the zero matrix. This can only occur when a = 0. Thus
ker(f) = {0}. Finally, we can see that:

f(Z) =

{[
a 0
0 a

]
: a ∈ Z

}
is the set of all diagonal matrices in M2(Z). Thus by Theorem 5.35,

Z/{0} ∼=
{[

a 0
0 a

]
: a ∈ Z

}
.

Just as was done in Chapter 3, we can also use the FHT to discover what the homomor-

phic images of a ring can be. It completely depends on the ideals of our ring.

Example 5.37 Consider the ring (Z5, +5, ·5). What can the image of Z5 be under a homo-

morphism? Suppose we have a homomorphism f : Z5 → K for some ring K. In order for this

to be a homomorphism, Theorem 5.32 tells us that ker(f) is an ideal of Z5. However, the

only ideals of Z5 must have cardinality that divides 5 by Theorem 3.9, so the only possible

sizes are 1 and 5. The only ring of size 1 is the trivial ring, and Z5 has cardinality 5. Hence

the only ideals are {0} and Z5. Thus the only homomorphic images are Z5/{0} or Z5/Z5
,

that is, only Z5 and {0}.

We will see more uses of Theorem 5.35 in later chapters.
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People in Mathematics

Elbert
Frank
Cox

Elbert Frank Cox (1895−1969) was the first African

American to earn a PhD in mathematics, and in fact

he is the first known black man to receive one in the

world. A talented musician as well, he turned down

a music scholarship in Prague to study mathematics.

See more about him in [11], [66], [16], [9], and [23],

and online at [60] and [41].

Cox earned his undergraduate degree at the Uni-

versity of Indiana in 1917, and after serving in the

United States army began teaching in public schools.

Eventually he enrolled in the graduate mathemat-

ics program at Cornell University with a scholarship,

completing his PhD in 1925.

In 1925 Cox accepted a teaching position at West

Virginia State College before moving to Howard

University in 1929. He spent the rest of his career

at Howard, a historically black university, actively

teaching both at the undergraduate and Master’s

level. Cox was promoted to professor in 1947 and

became head of the department of mathematics in

1954.

Cox was finally recognized, in 1934, as the first black man to earn a PhD in mathematics

when his published thesis results were accepted by Japan’s Imperial University.

While at Howard University, Cox continued to constantly increase the reputation of

Howard University and credibility of the mathematics program. He was thought to have

directed the most Master’s degree students at the university, and many of his students,

including his son, went on with great success in PhD programs. The program at Howard

grew to the point where it was possible to instate a PhD program, but Cox died before the

PhD program began. He is still considered the driving force that led to it.

Cox has been honored by Howard University with the Elbert F. Cox Scholarship Fund to

help black students study graduate mathematics, and his portrait hangs in the university’s

common room. In 1990 the National Association of Mathematicians began a lecture series

called the Cox-Talbot Address, named jointly for for Cox and Walter Richard Talbot, the

fourth African American to earn a PhD, chairman and professor at Morgan State University

until 1977.
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Exercises for Chapter 5

Sections 5.1 and 5.2 Cosets and Ideals

In exercises 1 − 17, prove or disprove that the set is an ideal of the given ring. If it is an

ideal, determine if it is a principal ideal. Unless otherwise noted, assume that each ring has

its usual operations.

1. S = {∅, {1}, {2}, {1, 2}} of Example 5.3 in ℘(C) when C = {1, 2, 3}. Recall U ⊕ V =

(U − V ) ∪ (V − U) and U ⊗ V = U ∩ V .

2. {∅, {1}, {2}, {1, 2}} in ℘(C) where C = {1, 2, 3}.
3. {(x, 2y) : x, y ∈ Z} in Z× Z.

4. {(x, x) : x, y ∈ Z} in Z× Z.

5. {(2x, 4y) : x, y ∈ Z} in Z× Z.

6. E × E in Z× Z. Where E is the set of even integers.

7. {5n : n ∈ E} in E.

8. {4n : n ∈ Z} in E.

9. {(0, 0), (1, 4), (0, 4), (1, 0)} in Z2 × Z8.

10. {(0, 0), (2, 0), (0, 2), (2, 2)} in Z4 × Z4.

11. {(0, 0), (3, 0), (0, 2), (3, 2)} in Z6 × Z4.

12.
{[

0 0

0 0

]
,

[
1 1

1 1

]
,

[
1 1

0 0

]
,

[
0 0

1 1

]}
in M2(Z2).

13.
{[

a 0

0 a

]
: a ∈ Z

}
in M2(Z).

14.
{[

0 0

a 0

]
: a ∈ Z

}
in M2(Z).

15.
{[

a b

0 0

]
: a, b ∈ Z

}
in M2(Z).

16.
{
a
3 : a ∈ Z

}
in (Q,+, ·)

17.
{[

a b

b a

]
: a, b ∈ Z

}
in M2(Z)

In exercises 18 − 27, find the distinct cosets of the ideal. Unless otherwise noted, assume

that each ring has its usual operations.

18. 〈4〉 in Z16

19. 〈2〉 in Z12

20. 〈6〉 in Z10

21. 〈8〉 in Z16

22. 〈3〉 in Z12

23. 〈(1, 0)〉 in Z3 × Z3
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24. 〈(0, 2)〉 in Z4 × Z4

25. 〈(1, 3)〉 in Z2 × Z9

26. 〈(2, 3)〉 in Z4 × Z6

27. E × E in Z× Z

28. Prove: If A is a nontrivial ring with unity and S is an ideal of A with 1A ∈ S then

S = A.

29. Suppose A is a nontrivial ring with unity and S is an ideal of A. Prove if a ∈ A is a

unit with a ∈ S then S = A.

30. Suppose A is a ring and S, T are ideals of A. Prove that S ∩ T is also an ideal of A.

31. Suppose A is a ring and S, T are subrings of A. Prove or disprove: If S is an ideal of

A, then S ∩ T is an ideal of A.

32. Suppose that A is a commutative ring with unity and subrings S, T of A with

S ⊆ T ⊆ A. Prove or disprove: If S is an ideal of T , then S is an ideal of A.

33. Suppose that A is a commutative ring with unity and subrings S, T of A with

S ⊆ T ⊆ A. Prove or disprove: If T is an ideal of A, then S is an ideal of T .

34. Suppose that A is a commutative ring with unity and subrings S, T of A with

S ⊆ T ⊆ A. Prove or disprove: If S is an ideal of A, then T is an ideal of A.

(See more statements similar to those in 32− 34 in Project 5.)

Section 5.3 Quotient Rings

In exercises 35−47, create the Cayley tables for the quotient ring A/S and identify any zero

divisors or units. Unless otherwise noted, assume that each ring has its usual operations.

35. Z9/S where S = {0, 3, 6}.
36. Z14/S where S = {0, 7}.
37. Z18/S where S = 〈6〉.
38. Z12/S where S = 〈4〉.
39. Z8/S where S = 〈2〉.
40. Z20/S where S = 〈8〉.
41. Z13/S where S = 〈4〉.
42. Z16/S where S = 〈8〉.
43. ℘(C)/S where C = {1, 2, 3} and S = {∅, {1}, {2}, {1, 2}}.
44. Z4×Z4/S where S = {(0, 0), (2, 0), (0, 2), (2, 2)}.
45. Z4×Z4/S where S = {(0, 0), (2, 0), (0, 3), (2, 3)}.
46. Z×Z/S where S = {(x, 2y) : x, y ∈ Z}.
47. Z×Z/S where S = E × E.

48. Complete Theorem 5.23 by proving (a+ S) ∗ [(b+ S) + (c+ S)] = (a+ S) ∗ (b+ S) +

(a+ S) ∗ (c+ S).
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49. Prove (i) of Theorem 5.25.

50. Prove (ii) of Theorem 5.25.

51. Suppose A is a nontrivial commutative ring with unity and S is an ideal of A so that

S 6= {0A}, S 6= A. Prove or disprove: If a ∈ A is a unit then a+ S is a unit in A/S .

52. Suppose A is a nontrivial commutative ring with unity, S is an ideal of A, and S 6=
{0A}, S 6= A. Prove or disprove: If a ∈ A is a zero divisor, then a+S is a zero divisor

in A/S .

53. Suppose A is a nontrivial commutative ring with unity and S is an ideal of A so that

S 6= {0A}, S 6= A. Prove or disprove: If a+ S is a unit in A/S then a is a unit in A.

54. Suppose A is a nontrivial commutative ring with unity and S is an ideal of A so that

S 6= {0A}, S 6= A. Prove or disprove: If a+S is a zero divisor in A/S then a is a zero

divisor in A.

55. Suppose A is a nontrivial commutative ring with unity and S is an ideal of A so that

S 6= {0A}, S 6= A. Prove or disprove: If A is an integral domain then A/S is also an

integral domain.

56. Suppose A is a nontrivial commutative ring with unity and S is an ideal of A so that

S 6= {0A}, S 6= A. Prove or disprove: If a, b ∈ A with (a+S)(b+S) = 1A +S in A/S ,

then a = b−1 in A.

Section 5.4 The Fundamental Homomorphism Theorem

57. Complete the proof of (i) of Theorem 5.32 showing ker(f) absorbs products from A.

58. Suppose A and K are rings with f : A → K, a homomorphism. Prove: If a, b ∈ A
with f(a) = f(b), then there is an element z ∈ ker(f) for which a− b = z.

59. Suppose A and K are rings with f : A → K, a homomorphism. Prove: For any x ∈
a+ker(f) we have f(x) = f(a). This will help when trying to create homomorphisms

in later exercises.

60. Prove: The only ideals of (Q,+, ·) are {0} and Q.

61. Prove: The only ideals of a field K are {0K} and K.

62. Prove or disprove: If A and K are nontrivial rings with unity and f : A → K is an

onto ring homomorphism, then f(1A) 6= 0K .

63. Prove or disprove: If A and K are nontrivial rings with unity and f : A→ K is a one

to one ring homomorphism, then f(1A) 6= 0K .

64. Prove or disprove: If A and K are nontrivial rings with unity then there exists a ring

homomorphism f : A→ K with f(1A) = 0K .

65. Prove: If A and K are fields and f : A → K is a ring isomorphism, then f(y−1) =

(f(y))−1 for any nonzero y ∈ A.

66. Prove: If f : Q→ Q is an isomorphism, then f(x) = x for all x ∈ Q.
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In exercises 67− 73, use the FHT to prove that A/S ∼= K for the rings given. You need to

define an onto homomorphism from A to K with kernel S, and verify all needed properties.

Assume that each ring has its usual operations.

67. A/{0A}
∼= A. (For an arbitrary ring A.)

68. A/A ∼= {0A}. (For an arbitrary ring A.)

69. Z8/〈2〉 ∼= Z2.

70. Z4×Z4/S ∼= Z2 × Z2 where S = {(0, 0), (2, 0), (0, 2), (2, 2)}.
71. Z16/〈8〉 ∼= Z8.

72. Z4×Z6/S ∼= Z2 × Z3 where S = 〈(2, 3)〉.
73. ℘(C)/S ∼= Z2 where C = {1, 2, 3} and S = {∅, {1}, {2}, {1, 2}}.

74. Find all of the ideals of Z2×Z4 and use them to find all possible homomorphic images

of Z2 × Z4.

75. Find all of the ideals of (Z10,+10, ·10) and use them to find all possible homomorphic

images of Z10.

Projects for Chapter 5

Project 5.1

Let A be a commutative ring with unity and S be an ideal of A.

1. Circle all of the logical flaws in the following “proof,” and explain why any circled
step is incorrect. Remember to look at the logic of each step to see if it follows from
the previous steps. A mistake does not make each step following it incorrect.

Prove: If S contains a unit of A then S = A.

“Proof”: Suppose that S is an ideal and there is a unit a ∈ S. We must show
S = A. We already know that A ⊆ S by definition of an ideal, so we only need to
show that A ⊆ S. Let x ∈ A. Since S is an ideal then S is closed under multiplication
so x ∈ S. Thus xa ∈ S. But since a is a unit, we have a−1 ∈ S, and so xaa−1 ∈ S.
Hence x ∈ S and so A ⊆ S. Thus S = A as needed.

2. Write a correct proof for the previous statement.
3. If S does not contain a unit, can we still have A = S? Explain!
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Project 5.2

Let A and B be nontrivial commutative rings in each of the following.

1. Prove: If f : A→ B is a homomorphism, then ker(f) is an ideal of A.
2. Show that the converse of #1 is false using A as (Z4, +4, ·4) and B as (Z3, +3, ·3).

Be sure the function you define is nontrivial and that you verify any claims you make.
3. Recall from Theorem 5.32: If f : A→ B is a homomorphism, then f(A) is a subring of

B. Is the converse also true? Either prove that it is or find a counterexample showing
a function where f(A) is a subring of B but f is not a homomorphism.

Project 5.3

The group (Z,+) is an infinite cyclic group. Also the ring (Z,+, ·) is an integral domain that
is not a field. In the group (Z,+) every subgroup of Z is cyclic, while in the ring (Z,+, ·)
we find that every ideal is principal! In the group (Z,+), the cyclic subgroup generated by
a is {an : n ∈ Z}, in a ring must be rewritten as {n • a : n ∈ Z}.

1. In the ring (Z,+, ·), show that the principal ideal generated by a is the same as
T = {n • a : n ∈ Z}.

Thus these two sets, the cyclic group generated by a and the principal ideal
generated by a, are the same for the integers. Unfortunately, the group Z and the ring
Z do not have the same properties. As groups we must have Z ∼= 〈2〉, since both are
infinite cyclic groups. We will see that the principal ideal 〈2〉 is not isomorphic to the
ring (Z,+, ·) in the next part.

2. Suppose we had a ring isomorphism f : Z→ 〈2〉.
(i) Explain why we must have f(1) 6= 0.
(ii) Show that if f(1) = k then k2 = k.
(iii) Use the elements of 〈2〉 to explain why no such ring isomorphism can exist.

3. Similarly as groups, the cyclic subgroups 〈2〉 and 〈2〉 are both infinite cyclic groups
and are thus isomorphic. Now suppose that we had a ring isomorphism f : 〈2〉 → 〈3〉.
Find a condition about f(2) which must be true using homomorphism properties, but
which is impossible in 〈3〉.

Other differences between cyclic subgroups and principal ideals of Z will be seen later
in the text.
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Project 5.4

Recall that not every subring of a ring must also be an ideal, but as before
(Z, +, ·) is special!

1. Fill in the blanks to complete the proof of the following statement.
Prove: Every subring of Z is also an ideal of Z.

Consider a subring S of Z. Then (S,+) is a of (Z, +) and so it is a cyclic
subgroup, generated by some element a. To see if S is an ideal, we must determine if S

. Let x ∈ S and b ∈ . Then bx = b•x under usual multiplication in
Z. Now as x = for some m ∈ Z then bx = b• (m•a). By Theorem
we have bx = (bm) • a so . Also xb ∈ S since multiplication is in
Z. Thus S absorbs products and is an of Z.

In Theorem 5.18 we saw that every ideal of Z is a principal ideal. Is this also true
for (Zn, +n, ·n) when n > 1?

2. Fill in the blanks to complete the proof of the following statement.
Prove: For n > 1, every ideal of Zn is principal.

Let n > 1 and S be an ideal of Zn. We want to show that S is a . If
S = {0} then S = 〈 〉 and is principal, so we will assume for the rest of this
proof that S 6= {0}. Since S ⊆ {0, 1, . . . , n − 1}, choose m to be the least positive
element of S. The goal is to show that S = 〈m〉.

Since S is an , we know that xm ∈ S for every x ∈ . Thus as
we saw in the previous problem, x•m ∈ S and so 〈m〉 S. Now suppose y ∈ S
and y 6= 0. By the , there exist q, r ∈ Z with y = mq + r and 0 ≤ r < m.
But as S is an of Zn then y −mq ∈ , or r ∈ . However,
m is the least positive element of S, which tells us that r = . Thus y = mq
so y ∈ 〈m〉. Thus S ⊆ 〈m〉 and so S = 〈m〉. Thus S is a .

This brings up the question of whether the same facts will hold in rings of the form
Zn×Zm for m,n > 1. (This ring uses +n, ·n, +m, or ·m in appropriate coordinates.)

3. Find n,m > 1 and a subring S of Zn × Zm which is not an ideal. Be sure to show S
is a subring, and find a counterexample showing it does not absorb products.

4. Let n,m > 1 and assume S is an ideal of Zn × Zm. Prove or disprove that S is
principal.
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Project 5.5

Suppose A is a commutative ring with unity with subrings S and T .

1. Suppose S ⊆ T ⊆ A and S is an ideal of T . Can we also say that S is an ideal of A?
Either prove that it is true or find a counterexample with a specific ring A.

2. Suppose S ⊆ T ⊆ A and S is an ideal of A. Can we also say that S is an ideal of T?
Either prove that it is true or find a counterexample with a specific ring A.

3. Suppose S ⊆ T ⊆ A and T is an ideal of A. Can we also say that S is an ideal of T?
Either prove that it is true or find a counterexample with a specific ring A.

4. Suppose S ⊆ T ⊆ A and S is an ideal of A. Can we also say that T is an ideal of A?
Either prove that it is true or find a counterexample with a specific ring A.

5. Suppose S ⊆ T ⊆ A, S is an ideal of A, and S is an ideal of T . Prove that T /S is a
subring of A/S .

6. Suppose S ⊆ T ⊆ A, T is an ideal of A, and S is an ideal of T . Is it also true that
A/S ⊆ A/T ?



Chapter 6
Domains

Although there are many interesting theorems and properties of rings (see [19] or [21], for

example), the focus of the rest of this book is on domains and fields. We will now assume

every ring contains a unity unless otherwise stated. This does not, however, assume

that every subring also contains the unity, otherwise by Theorem 5.12 the only ideals of a

ring A would be {0A} and A. This would exclude one of our most familiar examples, the

ring of integers and the ideal of even integers.

6.1 Characteristic of a Ring

In Chapter 1 we saw the following definition:

Definition 1.30 Let G be a group and an element a ∈ G.

If there exists a positive integer n with an = eG, then the

smallest positive n for which an = eG is called the order of a ,

denoted ord(a).

If no positive integer n has an = eG, then we say that a has infinite

order .

When we translated the definitions and theorems of groups into the notation of rings we

saw that group “exponentiation” an changed to an additive form n•a using Definition 4.23.

Thus in a ring A, ord(a) is the least positive integer n for which n • a = 0A. The order of

elements has a special role in rings, as seen in the next definition.
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Definition 6.1 Let A be a nontrivial ring with unity 1A.

If there exists a nonzero integer n for which n • 1A = 0A, then the
characteristic of A, char(A), is the smallest positive integer n for
which n • 1A = 0A.

If no such nonzero integer exists, then we say char(A) = 0 .

The previous definition is given for nontrivial rings. In the case of the trivial ring, {0A}
where we have 0A = 1A, we say that char(A) = 1. This is the only ring that has character-

istic 1.

Example 6.2 Consider the ring of integers Z, with its usual operations. In Example 2.13 we

found that under addition Z is an infinite cyclic group generated by 1. Thus there is no

nonzero integer with n • 1 = 0, and so char(Z) = 0. It should be obvious that this is also

the case for the rational and real numbers.

Example 6.3 Consider the ring (Zn, +n, ·n) for n > 1. It is relatively easy to see why

char(Zn) = n. By definition of +n, we know n • 1 = 0, and thus we only need to know that

n is the smallest such positive integer. Suppose 0 < m < n. Then n•1 = 1+n1+n · · ·+n1 =

m(modn). Since 0 < m < n, we know n does not evenly divide m, so m(modn) 6= 0, and

m • 1 6= 0. Thus n is the least positive integer with n • 1 = 0 and char(Zn) = n.

Example 6.4 Consider the ring Z3 × Z5 with +3 and ·3 or +5 and ·5 in appropriate coor-
dinates. The unity of this ring is (1, 1), and since the addition is by coordinates, then for
any n ∈ Z, n • (1, 1) = (n • 1, n • 1). Since in both rings we use the number 1 as unity, it
is important to keep track of which ring we are working in, Z3 or Z5. Thus we will use 1Z3

and 1Z5
to denote the unities when appropriate.

In order to have n • (1Z3
, 1Z5

) = (0, 0), then n • 1Z3
= 0 and n • 1Z5

= 0. By Example 6.3
we know char(Z3) = 3 and char(Z5) = 5, so 3 • 1Z3

= 0 and 5 • 1Z5
= 0. By Theorem 1.32

using that ord(1Z3
) = 3, we can only have n•1Z3

= 0 if n is a multiple of 3. Similarly, in Z5,
n • 1Z5

= 0 only when n is a multiple of 5. The smallest positive integer which is a multiple
of both 3 and 5 is 15, so 15 is the least positive integer with 15 • (1Z3

, 1Z5
) = (0, 0). Hence

char(Z3 × Z5) = 15.

Based on Example 3.53, since |Z3×Z5| = 15, Z3×Z5 is isomorphic to Z15. By Example 6.3

char(Z15) = 15, which is consistent with char(Z3 × Z5) = 15.
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Example 6.5 We saw in Example 4.6 that, for a nonempty set C, ℘(C) is a ring under the
operations U ⊕ V = (U − V ) ∪ (V −U) and U ⊗ V = U ∩ V . An exercise of Chapter 4 also
tells us that C is the unity of ℘(C), so char(℘(C)) = ord(C).

Notice that C ⊕C = (C −C)∪ (C −C). But C −C = ∅ so we have C ⊕C = ∅. In ℘(C)

we have 0℘(C) = ∅, so 2 • C = 0℘(C). Thus char(℘(C)) = 2.

The characteristic of a ring has many properties we will use in later chapters, and some

are given in the next few theorems.

Theorem 6.6

Suppose A is a nontrivial ring with unity.

(i) If char(A) = n for some n ∈ Z with n > 0, then for every element a ∈ A, n • a = 0A.
(ii) If char(A) = 0 and a 6= 0A is not a zero divisor, then n • a 6= 0A for any

positive n ∈ Z.

Proof Assume A is a nontrivial ring, so 0A 6= 1A by Theorem 4.22.

(i) An exercise at the end of the chapter.

(ii) Suppose that char(A) = 0, and there is an element a ∈ A so that a 6= 0A and a is not
a zero divisor. Let n be a positive integer, and suppose that n • a = 0A. By Theorem 4.28,
we have n • a = (n • 1A)a. Thus (n • 1A)a = 0A. But since char(A) = 0 then n • 1A 6= 0A,
and we have two nonzero elements of A (a and n•1A) whose product is 0A. This contradicts
that a is not a zero divisor. Hence n • a 6= 0A. �

Example 6.7 Consider the ring A = M2(Z) with usual matrix addition and multiplication.
We know the zero and unity of the ring:

0A =

[
0 0
0 0

]
1A =

[
1 0
0 1

]
For each positive integer n, we can calculate n • 1A as shown, which cannot be 0A for

any positive n ∈ Z.

n • 1A =

[
n 0
0 n

]
Thus char(M2(Z)) = 0. The following element a is a zero divisor, but we still have

n • a 6= 0A for every positive n.
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a =

[
0 0
0 1

]
n • a =

[
0 0
0 n

]

Example 6.8 Consider the ring B = Z × Z3 with usual addition and multiplication in the
first coordinate and +3 and ·3 in the second. We have 1B = (1, 1) and 0B = (0, 0). For
each positive integer n, n • 1B = (n • 1, n • 1), but char(Z) = 0 so n • 1B 6= (0, 0). Thus
n • 1B 6= 0B and char(B) = 0. This time the element a = (0, 1) is a zero divisor, since
(1, 0)(0, 1) = (0, 0). However, 3 • a = (3 • 0, 3 • 1) and in Z3, 3 • 1 = 0, thus 3 • a = 0B . Thus
this zero divisor, in a ring of characteristic 0, does have a positive integer n with n • a = 0.

The previous examples show that in Theorem 6.6 knowing char(A) = 0 is not enough to

know whether there will be a positive n with n • a = 0A when a is a zero divisor!

For each n > 1 we saw that char(Zn) = n, so these finite sets cannot have characteristic

0. The next theorem shows that this is not a coincidence; it also holds for any other finite

ring.

Theorem 6.9

Suppose A is a ring. If A is finite, then char(A) 6= 0.

Proof Suppose A is a finite ring; say A contains exactly n elements, with n ≥ 1. Thus
(A,+A) is a finite group, so by Theorem 3.10 we know the order of 1A evenly divides n.
Thus there exists some positive integer k with k • 1A = 0A, and so char(A) 6= 0. �

A natural question to ask after this theorem is whether an infinite ring must always have

characteristic 0. The next example shows that an infinite ring can have finite characteristic,

and in Chapter 7 we will define a large collection of infinite rings with nonzero characteristic.

Thus the converse of Theorem 6.9 is false!

Example 6.10 Using the set Z as C in Example 6.5, we have a ring ℘(Z). We saw that for

any nonempty C, char(℘(C)) = 2, and thus char(℘(Z)) = 2. However, ℘(Z) is an infinite

ring since it contains {n} for every n ∈ Z.

6.2 Domains

Many of the ideas introduced in this book have been motivated by properties of the integers.

One special property that we have occasionally used is that Z does not have zero divisors.

Recall from Definition 4.14 that a nontrivial ring with unity which has no zero divisors is

called a domain . If we also have commutativity, we call it an integral domain .
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It should be clear that many familiar rings, the integers, rational numbers, and real

numbers, are integral domains. However, Z8 is not a domain (but is commutative) since 2,

4, and 6 are zero divisors. Also in Example 6.7 we found a zero divisor in M2(Z), so it is

not a domain (nor is it commutative).

Example 6.11 Consider the ring Q × Z where both Q and Z have their usual addition and

multiplication. Although both Q and Z are domains individually, the ring Q × Z is not a

domain! Notice that
(
1
3 , 0

)
·Q×Z (0, −2) = (0, 0). This is similar to Z×Z3 in Example 6.7.

Will there ever be a way for the direct product of two domains to form a domain?

Recall from Theorem 4.17 that the ring (Zn, +n, ·n) is an integral domain exactly when

n is prime; in other words, when char(Zn) is prime. The same will be true for any domain

whose characteristic is nonzero, as seen in the following theorem.

Theorem 6.12

Let A be a domain. Then char(A) must either be 0 or a prime number.

Proof Suppose A is a domain, and thus we know A is a nontrivial ring with unity 1A.
Assume that char(A) 6= 0, and we must show that char(A) is a prime number.

Since char(A) 6= 0, there is a positive integer n with char(A) = n. As A is nontrivial
char(A) 6= 1, and so n > 1. If n is not prime, then we can write n = mq where m, q ∈ Z
and 1 < q,m < n. Now by Theorem 4.28:

0A = n • 1A = (mq) • 1A = m • (q • 1A) = (m • 1A)(q • 1A).

But char(A) = n, and 1 < q,m < n, so we must have m • 1A 6= 0A and q • 1A 6= 0A.
This gives us zero divisors m • 1A and q • 1A, which contradicts that A is a domain. Thus
n must instead be prime, and char(A) is either 0 or a prime number. �

This theorem reinforces why we found that Z8 is not a domain under +8 and ·8! Does the

converse of Theorem 6.12 hold, that is, does having characteristic 0 or a prime guarantee a

ring is a domain? We saw that the answer is no in Example 6.7.

We can say even more about finite integral domains, motivated by what we learned

in Chapter 1 about the group of units in Zn, U(n), under ·n. One of the key pieces of

information was how to find which elements of Zn were units, and we used the φ function

to help. When p is prime we calculate φ(p) as follows:
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φ(p) = p

 ∏
n prime and
n divides p

(
1− 1

n

) = p
(

1− 1
p

)
= p

(
p−1
p

)
= p− 1.

This tells us there are p − 1 units in Zp, but |Zp| = p, so every element other than 0

(that makes p− 1 of them) is a unit. If every nonzero element is a unit, we call the ring a

field. Thus whenever (Zp, +p, ·p) is an integral domain, it is also a field. We generalize this

result in the next theorem.

Theorem 6.13

Every finite integral domain is a field.

Proof Suppose A is a finite integral domain, with exactly n elements, | A | = n. Since an
integral domain must be nontrivial, n ≥ 2. Let a ∈ A be a nonzero element. We need to
show that a is a unit in A. If a = 1A then clearly aa = 1A and so a is a unit in A.

Suppose now a ∈ A with a 6= 0A and a 6= 1A. Thus A has n ≥ 3 elements. If there are
exactly three elements, that is, A = {0A, 1A, a}, then since a2 6= 0A, then either a2 = 1A
or a2 = a. However, if a2 = a then a2 − a = 0A, so a(a− 1A) = 0A. Thus either a = 0A or
a = 1A, since we have no zero divisors. Thus a2 = 1A and a is a unit.

Now suppose n ≥ 4. We can list the elements of A distinctly as shown, and then multiply
each element in the list by a.

0A, 1A, a, b4, b5, . . . , bn

0A, a, aa, ab4, ab5, . . . , abn

The key to this proof is to see why our second list cannot contain repeated elements, and
so one of them is equal to 1A. Thus we will assume first that the elements in the second list
are not all distinct. A is an integral domain, so there are no zero divisors, and as none of
1A, a, b4, b5, . . . , bn are equal to 0A, none of a, aa, ab4, ab5, . . . , abn can be 0A, so two of the
following must be equal.

a, aa, ab4, ab5, . . . , abn

If for some 4 ≤ i ≤ n we have abi = a, we subtract abi from both sides and use the
distributive law to find:

0A = a− abi = a(1A − bi).

As A is an integral domain and a 6= 0A, then 1A − bi = 0A, so we have 1A = bi,
contradicting that our original elements were distinct. If instead abi = abj for some 4 ≤ i 6=
j ≤ n, then we find a similar equation.

0A = abj − abi = a(bj − bi)
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But again we must conclude that bj = bi, which is impossible since they were distinct.

Thus the list 0A, a, aa, ab4, ab5, . . . , abn contains exactly n distinct elements of A, that is,
this list is all of A. However, A has a unity 1A, so one of 0A, a, aa, ab4, ab5, . . . , abn is equal
to 1A. As 0A 6= 1A and a 6= 1A, then one of aa, ab4, ab5, . . . , abn is equal to 1A and a is a
unit. Therefore each nonzero element of A is a unit and A is a field. �

The next example considers a ring homomorphism to see if having one ring as an integral

domain will force the other to be an integral domain as well.

Example 6.14 Suppose that A and K are rings with unity, and f : A → K is a ring
homomorphism.

First suppose A is an integral domain. The function f : A → K defined by f(x) = 0K
for every x ∈ A is a ring homomorphism and so K does not need to be an integral domain
as well. What about a nonzero homomorphism? This time by Theorem 4.41 it will still fail
since there is a nonzero ring homomorphism from Z to Z4.

Consider instead knowing K is an integral domain. Again for f : A→ K with f(x) = 0K
for every x ∈ A, it will not matter if A is an integral domain. Finally, we consider a nonzero
homomorphism where K is an integral domain, using the rings (Z6, +6, ·6) and (Z3, +3,
·3).

Define f : Z6 → Z3 by f(x) = x(mod3). Then f(0) = 0, f(1) = 1, f(2) = 2, f(3) =
0, f(4) = 1, f(5) = 2.

+6 0 1 2 3 4 5
0 0 1 2 3 4 5
1 1 2 3 4 5 0
2 2 3 4 5 0 1
3 3 4 5 0 1 2
4 4 5 0 1 2 3
5 5 0 1 2 3 4

→

+3 0 1 2 0 1 2
0 0 1 2 0 1 2
1 1 2 0 1 2 0
2 2 0 1 2 0 1
0 0 1 2 0 1 2
1 1 2 0 1 2 0
2 2 0 1 2 0 1

·6 0 1 2 3 4 5
0 0 0 0 0 0 0
1 0 1 2 3 4 5
2 0 2 4 0 2 4
3 0 3 0 3 0 3
4 0 4 2 0 4 2
5 0 5 4 3 2 1

→

·3 0 1 2 0 1 2
0 0 0 0 0 0 0
1 0 1 2 0 1 2
2 0 2 1 0 2 1
0 0 0 0 0 0 0
1 0 1 2 0 1 2
2 0 2 1 0 2 1

The previous tables show that f is a ring homomorphism, and thus A is still not required

to be an integral domain.
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Theorem 6.15

Let A and K be commutative rings with unity and f : A → K be a nonzero ring homo-
morphism.

(i) If K is an integral domain then f(1A) = 1K .
(ii) If f is one to one and K is an integral domain, then A is an integral domain.

Proof Assume A and K are commutative rings with unity and f : A→ K is a nonzero ring
homomorphism.

(i) Suppose K is an integral domain. If f(1A) = 0K then for every a ∈ A the following
must hold:

f(a) = f(a1A) = f(a)f(1A) = f(a)0K = 0K .

Then f is the zero homomorphism, a contradiction. Thus f(1A) = b where b 6= 0K .
But now f(1A) = f(1A1A) = f(1A)f(1A), so we have b = b2. Subtracting and using the
distributive law, we see b(1K − b) = 0K . But as K is a domain and b 6= 0K we must have
1K − b = 0K , or b = 1K and f(1A) = 1K .

(ii) An exercise at the end of the chapter.
�

Example 6.16 Consider the ring (Z6, +6, ·6) and define the function f : Z6 → Z6 by
f(x) = x6. We know that f(0) = 0, f(1) = 1, f(2) = 4, f(3) = 3, f(4) = 4, and f(5) = 1.
Now f(1 + 2) = f(3) = 3, and f(1) + f(2) = 1 + 4 = 5, so f(1 + 2) 6= f(1) + f(2), and f is
not a homomorphism.

In contrast, consider the ring Z5 and f : Z5 → Z5 by f(x) = x5. This time we have

f(0) = 0, f(1) = 1, f(2) = 2, f(3) = 3, f(4) = 4, which is the identity function and clearly

a ring homomorphism.

The difference in the two previous rings is that one is an integral domain and the other

is not!

Theorem 6.17

Suppose A is a finite integral domain with char(A) = p. Then the function f with f : A→ A
defined by f(x) = xp is an isomorphism.

Proof Suppose A is a finite integral domain with char(A) = p. Since the trivial ring is not
an integral domain, then p > 1. By Theorem 6.9 and Theorem 6.12, we know that p must
be prime.
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First, we will see why f is a ring homomorphism. Let a, b ∈ A then f(ab) = (ab)p =
apbp = f(a)f(b) since multiplication is commutative in an integral domain. Also f(a+ b) =
(a+ b)p so we use Theorem 4.30 to expand this expression.

(a+ b)p = ap +

(
p
1

)
• ap−1b+ ...+

(
p

p− 1

)
• abp−1 + bp

But as char(A) = p, and when j < p each

(
p
j

)
is a multiple of p (see [39]) then(

p
j

)
•ap−jbj = 0A for j = 1, 2, . . . , p−1. Thus f(a+b) = (a+b)p = ap+bp = f(a)+f(b),

and f is a ring homomorphism.

Using Theorem 5.30, we need to show that ker(f) = {0A}. Suppose a ∈ ker(f), then
ap = 0A. But if a 6= 0A then a(ap−1) = 0A. As A has no zero divisors, we must have
ap−1 = 0A. Repeating this process, eventually we find aa = 0A, but A has no zero divisors,
which gives us a contradiction. Hence a = 0A, or ker(f) = {0A} and thus f is one to one.

Finally, since A is a finite integral domain and f : A→ A is one to one, it must be onto
by Theorem 0.16. Thus f(A) = A and f is an isomorphism. �

There will be many uses for homomorphisms, but first we turn our attention to the

relationship between ideals and integral domains.

6.3 Prime and Maximal Ideals
Ideals were introduced in Definition 5.8, and principal ideals were shown in Definition 5.15.

Two more important types of ideals are defined next.

Definition 6.18 Let A be a commutative ring with unity and let S be
a proper ideal of A, that is, S 6= A.

(i) The ideal S is called a prime ideal of A if whenever there are
a, b ∈ A with ab ∈ S, then either a ∈ S or b ∈ S.

(ii) The ideal S is called a maximal ideal of A if there does not exist
an ideal T with S ⊂ T ⊂ A. (Note that these are proper subsets.)

Example 6.19 Consider the ring Z12. We will see that the ideal S = 〈3〉 = {0, 3, 6, 9} is a
prime ideal of Z12. Suppose we have two elements a, b ∈ Z12 with ab ∈ S; then we need to
show a ∈ S or b ∈ S. Thus we need to see if there is a way to create an element of S by
multiplying two elements of Z12 that are not in S. The elements of Z12 that are not in S
are 1, 2, 4, 5, 7, 8, 10, 11, and we multiply every pair of them in the following Cayley table.
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·12 1 2 4 5 7 8 10 11
1 1 2 4 5 7 8 10 11
2 2 4 8 10 2 4 8 10
4 4 8 4 8 4 8 4 8
5 5 10 8 1 11 4 2 7
7 7 2 4 11 1 8 10 5
8 8 4 8 4 8 4 8 4
10 10 8 4 2 10 8 4 2
11 11 10 8 7 5 4 2 1

As none of these answers are in S, we know ab ∈ S does in fact imply that at least one

of a or b is in S. Thus S is a prime ideal of Z12.

Example 6.20 Using the same ring and ideal as in the previous example, is S a maximal
ideal? Suppose there exists an ideal T with S ⊂ T ⊂ Z12. Thus there is an element of T
that is not in S, so either 1, 2, 4, 5, 7, 8, 10, or 11 is in T . If 1 ∈ T we know that T = Z12

by Theorem 5.12. Thus 1 cannot be an element in T .

• Since 3 ∈ S, then 3 ∈ T . Now if 10 ∈ T then 3 + 10 = 1, so 1 ∈ T , and so 10 /∈ T .
• By 6 ∈ S we have 6 ∈ T , but 6 + 7 = 1 so 7 /∈ T .
• As 9 ∈ S we have 9 ∈ T , but 9 + 4 = 1 so 4 /∈ T .
• Notice that 2 + 2 = 4 and 4 /∈ T , so 2 /∈ T as well.
• Since 8 + 8 = 4, 5 + 5 = 10, but 4, 10 /∈ T so 8 /∈ T and 5 /∈ T .
• Finally 11 + 11 = 2, but we just showed that 2 /∈ T , so 11 /∈ T .

Thus no ideal T with S ⊂ T ⊂ Z12 can exist, and S is a maximal ideal.

There is a close relationship between prime ideals and maximal ideals. It may seem from

the previous examples that they are the same, but consider the ring of integers (Z, +, ·). In

Z, {0} is a prime ideal (since Z is a domain), but the principal ideal 〈2〉 has {0} ⊂ 〈2〉 ⊂ Z.

Thus {0} is not maximal.

Example 6.21 Notice that 〈2〉 is also a prime ideal of (Z, +, ·). The set 〈2〉 consists of all of
the even integers, so to have a product xy in 〈2〉, the product must be even. The product
of two odd integers can never be even, so one of x or y must be even and in 〈2〉.

Now 〈2〉 is also a maximal ideal of Z, since if we had an ideal T with 〈2〉 ⊂ T ⊂ Z, then T

must contain an odd number m. But 2 and m must be relatively prime, so by Theorem 0.23

there are integers x, y with 2x + my = 1. Since 2,m ∈ T and T absorbs products from Z,

we have 2x,my ∈ T . Thus by T closed under addition, 1 = 2x + my ∈ T . However, 1 ∈ T
tells us that T = Z by Theorem 5.12, so no such T can exist. Hence 〈2〉 is a maximal ideal.

This leads to the question of whether maximal ideals are always prime ideals. To help

answer this question, we use quotient rings.
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Theorem 6.22

Suppose A is a nontrivial commutative ring with unity, and S is an ideal of A.

(i) S is a prime ideal of A if and only if A/S is an integral domain.
(ii) S is a maximal ideal of A if and only if A/S is a field.

Proof Suppose A is a nontrivial commutative ring with unity and S is an ideal of A.

(i) We prove one implication, and the other is an exercise at the end of the chapter.

(→) Suppose that S is a prime ideal of A. We know that A/S is a commutative ring with
unity by Theorem 5.25. Also S is a proper ideal of A by Definition 6.18, so by Theorem 5.25
we know A/S is not a trivial ring. We only need to prove that A/S has no zero divisors.

Assume that A/S has a zero divisor a + S. Thus a + S 6= 0A + S, and there exists
b+ S 6= 0A + S with (a+ S) ∗ (b+ S) = 0A + S. By Definition 5.19 ab+ S = 0A + S, so by
Theorem 5.5, ab ∈ S. But S is a prime ideal, which means that either a ∈ S or b ∈ S, and
thus either a+ S = 0A + S or b+ S = 0A + S. This contradiction tells us that A/S cannot
have zero divisors and is an integral domain.

(←) An exercise at the end of the chapter.

(ii) Again, we need two proofs, and one is an exercise at the end of the chapter.

(→) Suppose S is a maximal ideal of A. As A/S is a commutative ring with unity, and
by S a proper ideal, A/S is not a trivial ring. We must show that every nonzero element of
A/S is a unit.

Let a+S ∈ A/S with a+S 6= 0A +S, so we know a /∈ S. Define the following set, which
we will show is an ideal of A:

T = {x+ ay : x ∈ S, y ∈ A}.

Since S is an ideal, 0A ∈ S. Also 1A ∈ A and 0A + a1A = a, so a ∈ T and T 6= ∅. Let
u+ av,w + az ∈ T with u,w ∈ S and v, z ∈ A. Also assume c ∈ A.

(u+ av)− (w + az) = (u− w) + (av − az) = (u− w) + a(v − z)

(u+ av)c = uc+ (av)c = uc+ a(vc)

As S is an ideal, u + w, uc ∈ S. Also v − z, vc ∈ A, so (u + av) − (w + az) ∈ T and
(u + av)c ∈ T . Thus T is closed under subtraction and absorbs products, so T is an ideal
of A.

Also for each x ∈ S using y = 0A we have x + a0A = x ∈ T , and thus S ⊆ T ⊆ A. But
since a ∈ T and a /∈ S, then S ⊂ T ⊆ A. As we assumed S is maximal, we cannot have
T ⊂ A, and so T = A.
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However, we now have 1A ∈ T , so there exist u ∈ S and y ∈ A with 1A = u + av, or
1A +S = (u+ av) +S = (u+S) + (av+S). By Theorem 5.5 we know that u+S = 0A +S,
so 1A + S = (av + S) = (a+ S)(v + S) and a+ S is a unit in A/S .

Therefore, every nonzero element of A/S is a unit, and A/S is a field.

(←) An exercise at the end of the chapter (but is not as difficult to prove). �

A direct consequence of Theorem 6.22 settles the question we asked before the previous

theorem. The proof is an exercise at the end of the chapter.

Theorem 6.23

In a nontrivial commutative ring with unity, every maximal ideal is a prime ideal.

Example 6.24 Consider the ring (Z, +, ·) of integers and p a prime integer. We know by

Theorem 4.41 that f : Z → Zp defined by f(x) = x(modp) is a ring homomorphism, and

is clearly onto. By the Fundamental (Ring) Homomorphism Theorem (Theorem 5.35), we

know Z/ker(f) ∼= f(Z). But by the definition of f , ker(f) = 〈p〉, and f(Z) = Zp. Thus we

have Z/〈p〉 ∼= Zp. By Theorems 4.17 and 6.13,Zp is a field since p is prime, so Z/〈p〉 is a field.

By Theorem 6.22 we then see that 〈p〉 is a maximal ideal of Z. Thus for any prime p, 〈p〉 is

a maximal (and prime) ideal of Z.

For the rest of this chapter we will consider what makes the ring of integers unique. We

have seen Z is an integral domain that is not a field and char(Z) = 0, but in Chapter 7 we

will see a large collection of such integral domains.

6.4 Ordered Integral Domains (∗ optional)
The integers have a natural ordering. We will look at how to define an ordering on any

integral domain, and what consequences follow.

Definition 6.25 Suppose that A is an integral domain. An ordering
on A is a relation < which satisfies the following properties:

(i) For all a, b ∈ A, exactly one of a = b, a < b, or b < a holds.
(ii) For all a, b, c ∈ A, if a < b and b < c, then a < c.
(iii) For all a, b, c ∈ A, if a < b, then a+ c < b+ c.
(iv) For all a, b, c ∈ A, if a < b and 0A < c, then ac < bc.

(We may use <A to denote the ordering associated with A.) When such

an ordering exists on an integral domain A, we say that A is an ordered

integral domain .
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These properties are very familiar in the integers, rational numbers, and real numbers!

Can we do the same for other integral domains?

Example 6.26 Consider the integral domain Z5 with its usual operations. Suppose we had
an ordering in which 2 < 1. Then we can repeatedly use (iii) in Definition 6.25 with the
element c = 1.

2 + 1 < 1 + 1 or 3 < 2

3 + 1 < 2 + 1 or 4 < 3

4 + 1 < 3 + 1 or 0 < 4

Since 0 < 4 and 2 < 1, we can use (iv) of Definition 6.25 to find 2(4) < 1(4) and thus
3 < 4. But now 4 < 3 and 3 < 4, which is impossible by (i) of Definition 6.25, so an ordering
on Z5 cannot have 2 < 1.

Thus if an ordering exists on Z5, we must have 1 < 2. Using (iii) of Definition 6.25 with
c = 1 we have 2 < 3, so by (ii) we see that 1 < 3. Again, using (iii) with c = 4 this time we
have 1 + 4 < 3 + 4, giving us 0 < 2. Using (ii) we now have 0 < 3, so we can use (iv) to find
3(1) < 3(2) or 3 < 1. But 1 < 3 and 3 < 1 contradict (i) of Definition 6.25, so we cannot
have 1 < 2 either.

Thus no ordering can exist on Z5.

We would like to know when an integral domain can be ordered by our definition, but

we need a few more theorems to get us there. The next theorem helps us understand how

negatives will interact with an ordering.

Theorem 6.27

Let A be an ordered integral domain.

(i) For all a ∈ A, if 0A < a, then −a < 0A.
(ii) For all a, b ∈ A, if a < b, then −b < −a.
(iii) For all a, b, c ∈ A, if a < b and c < 0A, then bc < ac.

Proof Let A be an ordered integral domain.

(i) An exercise at the end of the chapter.

(ii) Suppose we have a, b,∈ A and a < b. Thus using (iii) of Definition 6.25 as well as
associativity and commutativity of addition, we find the following inequalities:

a+ (−a− b) < b+ (−a− b)

(a− a) + (−b) < (b− b) + (−a).
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Thus −b < −a as needed.

(iii) Assume a, b, c ∈ A, with a < b and c < 0A. Using (ii) of Theorem 6.27, we know that
0A < −c. Thus using (i) of Definition 6.25, a(−c) < b(−c). By Theorem 4.20 a(−c) = −ac
and b(−c) = −bc. Thus we have −ac < −bc, so using part (ii) of Theorem 6.27, again
bc < ac. �

We could also show that (Z5, +5, ·5) cannot be ordered using the previous theorem. If

we assume that 2 < 3, then (ii) tells us that (−2) < (−3), so in Z5 this means 3 < 2, a

contradiction. Similarly, if we assume 3 < 2, then by (ii) we have −3 < −2 or 2 < 3, again

a contradiction. Hence neither 2 < 3 nor 3 < 2 is possible!

One key to an ordering is the relationship between 1A and 0A. The question of whether

to choose 1A < 0A or 0A < 1A in an ordering is completely settled by the next theorem.

Theorem 6.28

Let A be an ordered integral domain.

(i) For all a ∈ A with a 6= 0A, 0A < a2.
(ii) 0A < 1A

Proof Notice that (ii) follows immediately from (i) since 1A = (1A)2..

Suppose A is an ordered integral domain, and a ∈ A with a 6= 0A. By (i) of Definition 6.25,
either 0A < a or a < 0A. Thus we have two possibilities to consider. Suppose that 0A < a,
then by (iv) of Definition 6.25, 0Aa < a2 and so 0A < a2. You should complete the proof
by showing that if a < 0A then 0A < a2. �

This gives us more information to help us rule out orderings for some integral domains.

Example 6.29 Can there be an ordering on the integral domain (Z7, +7, ·7)? If there is

an ordering, we must have 0 < 1. Also as 4 = 22 and 2 = 42 then 0 < 2 and 0 < 4

by Theorem 6.28. Thus by adding 2 to both sides of 0 < 4 we get 2 < 6, so by (ii) of

Definition 6.25 we have 0 < 6. Now simply adding 6 to both sides of 0 < 1, we see that

6 < 0, a contradiction. Thus it is impossible to create an ordering on Z7.

We have now seen two different finite integral domains that cannot be ordered. Is that a

coincidence? The problem is that the operations on these rings “wrap around” to 0 when

they run out of elements, that is, they have n • 1A = 0A for n > 0.

Theorem 6.30

If A is an ordered integral domain, then A must have characteristic 0.
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Proof Let A be an ordered integral domain. We know by Theorem 6.12 that char(A) is
either 0 or a prime number. We need to show that char(A) = 0, so suppose instead that
char(A) = p for some prime number p.

Using Theorem 6.28 we know we must have 0A < 1A. Now by adding 1A as in Defini-
tion 6.25 we see that 1A < (1A+1A) or 1A < 2•1A. Hence by Definition 6.25 (ii) 0A < 2•1A.
We again add 1A to both sides and using Definition 6.25 (ii) get 0A < 3 • 1A. Repeating
these steps we get to 0A < (p− 1) • 1A. However, adding 1A once more to both sides gives
1A < p • 1A, and p • 1A = 0A, so we have 1A < 0A contradicting (i) of Definition 6.25. Thus
char(A) = 0. �

The previous theorem guarantees that no finite integral domain can have an ordering,

since the characteristic for a finite domain cannot be 0 by Theorem 6.9. In the previous

proof we used elements of the form n•1A. It should seem natural to ask if any integers with

n < m will always tell us that n • 1A <A m • 1A. Notice that <A is used for the ordering

on A, since the ordering < on Z is part of the statement as well.

Theorem 6.31

Let A be an ordered integral domain.

(i) For any integer n, n • 1A <A (n+ 1) • 1A.
(ii) For any integer n and positive integer k, n • 1A <A (n+ k) • 1A.
(iii) For any integers n and m, if n < m then n • 1A <A m • 1A.

Proof Let A be an ordered integral domain.

(i) If n = 0 then n • 1A = 0A, and since n + 1 = 1, we know (n + 1) • 1A = 1A. By
Theorem 6.28 0A < 1A, so n • 1A <A (n+ 1) • 1A. Now suppose we have a positive integer
n, and then by Theorem 4.28 we get the following:

(n+ 1) • 1A = (n • 1A) + 1 • 1A.

As 1 • 1A = 1A and 0A <A 1A, we use Definition 6.25 (iii) to find the next inequality.

n • 1A + 0A <A (n • 1A) + 1 • 1A

Thus for any positive integer n, we have n • 1A <A (n+ 1) • 1A.

Finally suppose we have a negative integer n. Then −n > 0, and so (−n) • 1A <A
(−n+ 1) • 1A as previously shown. By Theorem 4.28,

(−n) • 1A <A (−n) • 1A + 1 • 1A.

Now we add −(1 • 1A) to both sides to find the next inequalities.

(−n) • 1A + (−1) • 1A <A (−n) • 1A
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(−n− 1) • 1A <A (−n) • 1A

Finally using (ii) of Theorem 6.27, n • 1A <A (n+ 1) • 1A as we needed to show.

(ii) Now suppose that n is an integer and k is a positive integer. We will use induction
on k to prove this part. Consider the statement to prove:

P (k) is “n • 1A <A (n+ k) • 1A.”

We know from (i) of this theorem that P(1) is true since n • 1A <A (n + 1) • 1A. Now
assume for some arbitrary positive integer m that P (m) is true, and that we need to show
that P (m+ 1) is true. Thus we assume that:

n • 1A <A (n+m) • 1A.

Using the first part of this theorem, and then by (ii) of Definition 6.25, we get the next
two inequalities.

(n+m) • 1A <A (n+m+ 1) • 1A

n • 1A <A (n+m+ 1) • 1A

Hence P (m+ 1) is true, and thus P (k) holds for any positive integer k.

(iii) An exercise at the end of the chapter. �

For an ordered integral domain A we know that {n • 1A : n ∈ Z} ⊆ A. Theorem 6.31

tells us that all of these elements are different, since for any two integers m 6= n we now see

that m • 1A 6= n • 1A. Thus we have a “copy” of the integers sitting inside of any ordered

integral domain. We have not yet ruled out that more elements can exist; the final step to

understanding the unique properties of the integers is the “empty space” between 0 and 1.

If A is an ordered integral domain we define A+ = {a ∈ A : 0A <A a} and call the

elements of this set the positive elements of A. By Theorem 6.27 if 0A <A a then −a <A 0A,

so we cannot have both a and −a in A+.

Definition 6.32 Let A be an ordered integral domain.

A is called an Integral System if every nonempty subset of A+ contains

a least element with respect to the ordering <A.

Notice that (Z, +, ·) is clearly an integral system, but (Q, +, ·) is not. In Q the set

{x ∈ Q : 0 < x < 1} contains 1
2 , but does it not have a least element. The theorem that

will guarantee an integral system must be isomorphic to Z is next.
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Theorem 6.33

Let A be an integral system.

(i) The set {x ∈ A : 0A <A x <A 1A} is empty.
(ii) For every integer n, the set {x ∈ A : n • 1A <A x <A (n+ 1) • 1A} is empty.

Proof Suppose A is an integral system.

(i) Let B = {x ∈ A : 0A <A x <A 1A}, and assume that B is not empty.

Since each element x ∈ B satisfies 0A <A x, then B ⊆ A+. Thus by Definition 6.32,
B contains a least element, call it u. By Theorem 6.28 0A <A u2. Also by u < 1A, and
0A <A u, Definition 6.25 gives us u2 <A u. Thus by (ii) of Definition 6.25, 0A <A u

2 <A 1A
and so u2 ∈ B. But now u2 ∈ B and u2 <A u, contradicting that u is the least element of
B. Thus B must be empty as we wanted to prove.

(ii) Fix an integer n, and let B = {x ∈ A : n • 1A <A x <A (n+ 1) • 1A}. If n = 0, then
B is the same as the set in (i) and thus is empty, so we will assume that n 6= 0.

Suppose that the set B is nonempty, say u ∈ B. By definition of B we then have the
following:

n • 1A <A u <A (n+ 1) • 1A.

Subtracting n • 1A in this inequality using Definition 6.25 we have:

0A <A u− n • 1A <A 1A

But this implies that the set defined in (i) is nonempty, which is impossible. Hence the
set B must be empty, completing the proof. �

This now gives us a clear indication that the only elements of an integral system will be

those of the form n • 1A, and thus the integral system looks exactly like Z.

Theorem 6.34

Every integral system is isomorphic to the ring (Z,+, ·).

Proof Suppose A is an integral system.

Define f : Z→ A by f(n) = n • 1A

Theorem 4.28 tells us that (n+m)•1A = n•1A+Am•1A, and so f(n+m) = f(n)+Af(m).
By definition of the function we have f(nm) = (nm)•1A and f(n)f(m) = (n•1A)(m•1A).
So by Theorem 4.28, f(nm) = f(n)f(m). Thus f is a ring homomorphism.
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Since A is an integral system, char(A) = 0, and thus n • 1A will only equal 0A when
n = 0. This means that ker(f) = {0} and so f is one to one. Finally, we need to know that
f is onto, that is, every element of A is of the form n • 1A.

Consider the set B defined by B = {y ∈ A : y 6= n • 1A for all n ∈ Z}. Our goal is to
show that this set must be empty, so assume instead that B 6= ∅. Notice that if we have
y ∈ B then also −y ∈ B (you should verify this). Thus as the set B is nonempty, it must
contain an element y with y > 0A. Hence the set C = B∩A+ is nonempty. By the definition
of an integral system, there must be a least element of C, call it u.

We know that u > 0A, and u 6= 1A, so by Theorem 6.33 u > 1A. Thus u− 1A >A 0A and
u− 1A ∈ A+. However, since 0A <A 1A, we can conclude that:

0A + u− 1A <A 1A + u− 1A

u− 1A <A u.

But u is the least element of C so we must have u − 1A /∈ C. Thus as u − 1A ∈ A+ we
know u− 1A is not in B, so we have u− 1A = n • 1A for some n ∈ Z. Thus u = (n+ 1) • 1A
and u /∈ B. But since u ∈ C we must have u ∈ B, a contradiction. Therefore, the set B is
empty, and every element of A is of the form n • 1A. Thus f(Z) = A and f is onto, so we
have a ring isomorphism and Z ∼= A. �

We have now discovered exactly what is needed to identify the ring of integers, and it

is an integral system! The rational numbers and real numbers are not integral systems;

instead, they are fields, which will be the focus of most of the rest of this text.
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People in Mathematics

Olga
Taussky-

Todd

Olga Taussky-Todd (1906 − 1995) was an Austrian

mathematician who taught in many countries while

writing hundreds of research papers. As with many of

her contemporaries, due to war she eventually came

to the United States for a large portion of her career.

See more about her in [17], [38], [34], [7], and [2], and

online at [60] and [1].

Tausky-Todd began to study mathematics at the

University of Vienna in 1925, earning her PhD in

1930. After leaving Austria in 1934, Tausky-Todd

taught at Bryn Mawr College for a year before mov-

ing to Girton College Cambridge. It was still difficult

as a woman researcher then, and she had to face ques-

tions, at job interviews, that no male counterparts

would ever have been asked. Even when she was at

a women’s college the gender difficulties remained,

with fellow mathematicians advising graduate stu-

dents to choose male colleagues for their supervisors

or chance harming their careers.

During the war Taussky-Todd worked for the Min-

istry of Aircraft Production and then moved to the

United States National Bureau of Standards, in both Washington DC and Los Angeles.

As was typical of the era, finding positions at universities was always difficult for women,

so when the California Institute of Technology offered both her and her husband positions

in 1957, it was a wonderful opportunity. Even then, they were not given equivalent titles,

but in all other ways the positions they held were the same. It was not until 1971 that

Taussky-Todd was promoted to professor after a younger woman was wrongly being held

up as their “first woman” on the faculty.

Tassusky-Todd retired in 1977, at the age of 70, while still supervising doctoral students.

She has received many honors and awards, including the highest scientific award of the

government of Austria, the Cross of Honor in Science and Arts, First Class. She won the

Ford Prize of the Mathematical Association of America, and was elected corresponding

member of the Austrian Academy of Sciences as well as the Bavarian Academy of Sciences.

Olga Taussky-Todd continues to be honored by the Olga Taussky−John Todd Instruc-

torships in Mathematics, specifically aimed at young mathematicians at Caltech, and the

Olga Taussky−John Todd Lecture Program which invites mathematicians in linear algebra

to present their work.
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Exercises for Chapter 6

Section 6.1 Characteristic of a Ring

In exercises 1−15, determine the characteristic of the ring and prove your answer is correct.

Unless otherwise noted, assume that each ring has its usual operations.

1. Z2 × Z4

2. Z× Z5

3. Z4 × Z6

4. Z3 × Z6

5. M2(Z8)

6. M2(Z3)

7. Z3 × Z9

8. END(Z3) defined in Project 4.3.

9. END(Z3)× Z2

10. =(R) defined in Example 4.10

11. Z12/〈4〉
12. Z10/〈2〉
13. Z16/〈2〉
14. Z/E
15. Z4×Z4/〈(2,0)〉

16. Prove (i) of Theorem 6.6. Don’t forget about Theorem 4.28.

17. Prove or disprove: If A is a commutative ring with unity and char(A) = n for n 6= 0,

then for every nonzero element a ∈ A ord(a) = n.

18. Prove or disprove: If A is a commutative ring with unity and char(A) = 0, then every

nonzero element a ∈ A has infinite order.

19. Suppose A is a nontrivial ring and n ∈ Z. Prove or disprove: If n ∈ Z+ and n •a = 0A
for every a ∈ A, then char(A) = n.

20. Prove or disprove: If A is a commutative ring with unity and S is an ideal of A, then

char
(
A/S

)
= char(A).

21. Prove or disprove: If A is a commutative ring with unity and S is an ideal of A with

A 6= S and char(A) = 0, then char
(
A/S

)
= 0.

22. Prove or disprove: If A is a commutative ring with unity with char(A) 6= 0 and S is

an ideal of A with A 6= S, then char
(
A/S

)
evenly divides char(A).

23. Give an example of commutative rings A, B with unity for which char(A × B) =

char(A) · char(B).

24. Give an example of commutative rings A, B with unity for which char(A × B) 6=
char(A) · char(B).
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25. Let A and B be commutative rings with unity where char(A) = n and char(B) = m

(m 6= 0 and n 6= 0). Determine if the following statement is true or false, then either

prove it or find a counterexample: If d = gcd(m,n), then char(A×B) = d.

26. Let A and B be commutative rings with unity where char(A) = n and char(B) = m

(m 6= 0 and n 6= 0). Prove or disprove: If k ∈ Z+ and n,m both divide k, then

char(A×B) divides k.

27. Let A and B be commutative rings with unity where char(A) = n and char(B) = m

(m 6= 0 and n 6= 0). Prove or disprove: If m evenly divides n, then char(A×B) = m.

28. Let A and B be commutative rings with unity where char(A) = n and char(B) = m

(m 6= 0 and n 6= 0). Prove or disprove: If m evenly divides n, then char(A×B) = n.

Section 6.2 Domains

29. Prove: If A and K are integral domains, then A×K is not a domain.

30. Prove: If A is an integral domain with a ∈ A, a 6= 0, and n • a = 0A for some positive

integer n, then char(A) must divide evenly n.

31. Show that the statement in the previous exercise fails if A is only required to be a

commutative ring with unity, but may have zero divisors.

32. Suppose A is an integral domain and a ∈ A with a 6= 0A. If 24 • a = 0A, what are the

possible choices for char(A)? Explain.

33. Suppose A is an integral domain and a ∈ A with a 6= 0A. If 50 • a = 0A, what are the

possible choices for char(A)? Explain.

34. Suppose A is an integral domain and a ∈ A with a 6= 0A. If 66 • a = 0A, what are the

possible choices for char(A)? Explain.

In exercises 35− 39, assume A is an integral domain and prove each statement.

35. If a ∈ A, a 6= 0A, with 9 • a = 0A, then char(A) = 3.

36. If a ∈ A, a 6= 0A, with 25 • a = 0A, then char(A) = 5.

37. If a ∈ A, a 6= 0A, with p2 • a = 0A for some prime p, then char(A) = p.

38. If a ∈ A with a 6= 0A, 10 • a = 0A, and 15 • a = 0A, then char(A) = 5.

39. If a ∈ A with a 6= 0A, 16 • a = 0A, then char(A) = 2.

In exercises 40 − 42, assume A is an integral domain, determine char(A), and prove that

your answer is correct.

40. a ∈ A with a 6= 0A, 14 • a = 0A, and 8 • a 6= 0A.

41. a ∈ A with a 6= 0A, 30 • a = 0A, and 6 • a 6= 0A.

42. a ∈ A with a 6= 0A, 210 • a = 0A, but 6 • a 6= 0A and 10 • a 6= 0A. xs
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43. Show that the statements in exercises 35 − 39 fail if A is only required to be a com-

mutative ring with unity, but may have zero divisors.

44. Show that the statement in exercise 37 fails if we do not require p to be prime.

45. Prove (ii) of Theorem 6.15.

46. Carefully explain why for each prime p ∈ Z and 0 < j < p the number

(
p

j

)
, as

defined in Theorem 4.30, is divisible by p.

Section 6.3 Prime and Maximal Ideals

47. Prove: If A is an integral domain then {0A} is a prime ideal.

48. Give an example of a commutative ring with unity A where {0A} is not prime.

49. Prove: If A is a field then {0A} is a maximal ideal.

50. Give an example of a commutative ring with unity A where {0A} is not maximal.

51. Is it possible for A to be a prime ideal or maximal ideal of A? Explain your answer.

52. Prove: If p is a prime in Z, then 〈p〉 is a prime ideal.

In exercises 53 − 61, prove or disprove that S is a prime ideal of the ring without using

Theorem 6.22.

53. S = 〈3〉 in Z18.

54. S = 〈6〉 in Z18.

55. S = 〈4〉 in Z12.

56. S = 〈2〉 in Z10.

57. S = 〈3〉 in Z9.

58. S = 〈4〉 in Z16.

59. S = 〈6〉 in Z24.

60. S = 〈(2, 2)〉 in Z4 × Z4.

61. S = 〈(1, 3)〉 in Z3 × Z6.

In exercises 62− 69, prove or disprove that S is a maximal ideal of the ring without using

Theorem 6.22.

62. S = 〈2〉 in Z.

63. S = 〈12〉 in Z20.

64. S = 〈6〉 in Z30.

65. S = 〈4〉 in Z16.

66. S = 〈6〉 in Z24.

67. S = 〈2〉 in Z20.

68. S = 〈(1, 0)〉 in Z2 × Z4.
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69. S = 〈(1, 2)〉 in Z2 × Z6.

In exercises 70 − 79, use Theorem 6.22 to prove or disprove that S is a prime or maximal

ideal (or neither) of the ring as indicated. Show the Cayley tables of the quotient ring to

support your answer.

70. S = 〈4〉 a prime ideal of Z24.

71. S = 〈3〉 a prime ideal of Z12.

72. S = 〈(0, 1)〉 a prime ideal of Z3 × Z8.

73. S = 〈(3, 2)〉 a prime ideal of Z6 × Z6.

74. S = 〈(1, 4)〉 a prime ideal of Z4 × Z8.

75. S = 〈(1, 2)〉 a maximal ideal of Z4 × Z4.

76. S = 〈5〉 a maximal ideal of Z25.

77. S = 〈4〉 a maximal ideal of Z24.

78. S = 〈3〉 a maximal ideal of Z12.

79. S = 〈6〉 a maximal ideal of Z12.

80. Complete the proof of (i) in Theorem 6.22.

81. Complete the proof of (ii) in Theorem 6.22. Hint: Suppose S is not maximal, so there

is an ideal T with S ⊂ T ⊂ A, and then show there is a nonzero element of A/S
which is not a unit.

82. Prove Theorem 6.23.

Section 6.4 Ordered Integral Domains and Integral Systems

In exercises 83 − 88, assume A is an ordered integral domain and a, b, c, d ∈ A. Prove or

disprove each statement.

83. If a < b and c < d then a+ c < b+ d.

84. If a < b and a < c then a < b+ c.

85. If a < 0A and b < 0A then ab > 0A.

86. If a+ b < c then a < c or b < c.

87. If a+ b < c+ d then a < c or b < d.

88. If ab < cd then a < c or a < d.

89. Prove (i) of Theorem 6.27.

90. To complete the proof of Theorem 6.28, prove: If A is an ordered integral domain and

a < 0A, then 0A < a2.

91. Prove (iii) of Theorem 6.31.

92. Let A be an integral system and y ∈ A. Prove: If y 6= n • 1A for any n ∈ Z, then

−y 6= n • 1A for any n ∈ Z.
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Projects for Chapter 6

Project 6.1

Characteristic of a Ring. Recall that for a nontrivial commutative ring with unity the
characteristic is defined as follows.

char(A) =

{
n n is the least positive integer with n • 1A = 0A

0 no positive integer exists with n • 1A = 0A

1. For the ring Z9, show that char(Z9) = 9, and the order of each nonzero element of
Z9. Are they all the same?

2. For the ring B = Z3 × Z3, show that char(B) = 3, and the order of each nonzero
element of B = Z3 × Z3. Are they all the same?

3. Consider now the set C = {0C , 1C , a, b, c, d, e, f, g} with the new operations defined by
the tables at the end of this project. You may assume that (C,⊕,⊗) is a commutative
ring with unity. Find char(C).

4. Find the order of each nonzero element of the ring C. Are they all the same?
5. Notice that in A the characteristic is 9 = |Z9|, but not all of the elements had the

same order. How does this differ from the other two rings of this project?
6. What important difference between B and C then guarantees these are not really the

same ring?

⊕ 0C 1C a b c d e f g
0C 0C 1C a b c d e f g
1C 1C e b d f a 0C g c
a a b f g e c d 0C 1C
b b d g c 0C f a 1C e
c c f e 0C b 1C g d a
d d a c f 1C g b e 0C
e e 0C d a g b 1C c f
f f g 0C 1C d e c a b
g g c 1C e a 0C f b d

⊗ 0C 1C a b c d e f g
0C 0C 0C 0C 0C 0C 0C 0C 0C 0C
1C 0C 1C a b c d e f g
a 0C a b g d 1C f c e
b 0C b g e 1C a c d f
c 0C c d 1C e f b g a
d 0C d 1C a f c g e b
e 0C e f c b g 1C a d
f 0C f c d g e a b 1C
g 0C g e f a b d 1C c
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Project 6.2

Let A denote an integral domain for this project.

1. Prove: For a ∈ A with a 6= 0A we have ord(1A) = ord(a).
2. Prove: If char(A) = 3, a ∈ A, and 5 • a = 0A then a = 0A.
3. Prove: If a ∈ A, a 6= 0A and 256 • a = 0A, then char(A) = 2.
4. Prove: If a, b ∈ A with a 6= b and 125 • a = 125 • b, then char(A) = 5.
5. Prove: If char(A) = 2 then for any a, b ∈ A we have (a+ b)2 = a2 + b2.

Project 6.3

This project will concentrate on Theorems 6.22 and 6.23.

1. Consider A = (Z15,+15, ·15). For the ideal S = 〈3〉, show the two Cayley tables for
the ring A/S . Is A/S an integral domain?

2. Why do we know S = 〈3〉 is a prime ideal of Z15? Is it also a maximal ideal?
3. The converse of Theorem 6.22 was shown to be false before Example 6.21. We only

need to modify it slightly, however. Prove: If A is a commutative ring with unity, S
is a prime ideal of A, and A/S is finite, then S is a maximal ideal of A.

4. Explain why in a finite commutative ring with unity, every prime ideal is also maximal.
5. {0} was an example of a prime ideal that is not maximal in (Z,+, ·). Why doesn’t
{0A} contradict the previous statement in a finite commutative ring with unity?

Project 6.4

In this project we will look at some maximal and prime ideals in a commutative ring with
unity.

1. Consider the ring Z3 × Z4 using +3 and ·3 or +4 and ·4 in appropriate coordinates
and ideal S = {(0, 0), (0, 1), (0, 2), (0, 3)}. Prove that S is a maximal ideal of Z3 × Z4

by explaining why there does not exist an ideal T with S ⊂ T ⊂ Z3 × Z4.
2. Prove that the ideal S = {(0, 0), (0, 1), (0, 2), (0, 3)} is also a prime ideal of Z3 × Z4.
3. Find a nontrivial ideal K of Z3×Z4 which is not prime. Show that K is an ideal and

find elements a, b ∈ Z3 × Z4 with ab ∈ K but a /∈ K and b /∈ K.
4. Is K a maximal ideal? Either prove that no ideal T has K ⊂ T ⊂ Z3×Z4 or actually

find the ideal T .
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Project 6.5

Suppose that A is a finite integral domain for this entire project.

1. Explain why char(A) = p for some prime p.
2. Look back at Theorem 3.10 and explain why: If char(A) = p then p evenly divides
|A|.

3. Use the previous parts of this project to prove: If |A| = p and p is prime then char(A) =
p.

4. Fill in the blanks to complete the proof of the following statement.

Prove: If |A| = p and p is prime then A ∼= Zp.

Assume that |A| = p and p is prime. We need to show that . Define
the function f : Zp → A by f(m) = m • 1A for all m ∈ Zp. We need to show that
f is a . To show f is one to one, suppose we have m,n ∈ Zp with

. Using the definition of f we get m•1A = n•1A. We need to show
that m = n, so assume instead that . Thus either m < n or as
elements of Z. Suppose (WLOG) thatm < n. Usingm•1A = n•1A subtracting gives us

. Theorem 4.28 tells us that m•1A−n•1A = •
1A. But by the previous part of this project , char(A) = p, and 0 < m − n < p, so

• 1A 6= 0A, a contradiction. Thus f is one to one. Since |A| = p
and |Zp| = p, by Theorem f must also be onto.

Finally, we need to show that f is a ring homomorphism. Let m,n ∈ Zp,
then f(m +p n) = . Also f(m) +A f(n) = =
(m +Z n) • 1A. If m +p n = r, then m +Z n = pq +Z r for some integer q. Thus
(m+Zn)•1A = •1A = (pq)•1A+A . But since char(A) = p
then pq • 1A = 0A, and so (m+Z n) • 1A = . Thus f(m) +A f(n) =
r • 1A = (m +p n) • 1A = f(m +p n). Similarly, f(m ·p n) = and
f(m) ·A f(n) = = (m ·Z n) • 1A. If m ·p n = s then m ·Z n =
px +Z s for some integer x. Thus (m ·Z n) • 1A = . Again since
char(A) = p, we know (px) • 1A = 0A, so (m ·Z n) • 1A = . Thus we
have f(m) ·A f(n) = r • 1A = (m ·p n) • 1A = f(m ·p n), and f is a .

Thus f is an and A ∼= Zp.

Now we can say that every finite integral domain of prime order is really one of our
familiar rings Zp.
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Project 6.6

For this project A will always denote an Ordered Integral Domain.

1. Suppose that a, b ∈ A with a > 1A and b > 1A. Fill in the blanks to complete the
proof of the following statement.

Prove: ab+ 1A > a+ b

Since a > 1A and b > 1A, then we know (a−1A) > and (b−1A) >
using (ii) of Definition 6.25. Now using of Theorem 6.25 we can say that
(a − 1A)(b − 1A) > 0A(b − 1A), so . Using the Distributive
Law we now have ab−a1A− b1A + (−1A)(−1A) > 0A, thus .
Adding to both sides, (ii) of Theorem 6.25 tells us that ab−a−b+1A+(a+b) >
0A+(a+b). As addition in A is commutative and associative, we get
as needed.

2. Suppose a ∈ A and a > 0A. Prove by PMI that for any positive integer n, n • a > 0A.
3. Suppose a ∈ A and a < 0A. Explain why n • a < 0A for every positive integer n. (Use

the previous question to help.)
4. Suppose a ∈ A and a > 0A. Prove by PMI that for any positive integer n, an > 0A.
5. Is it also true that for a < 0A and n as a positive integer we can say an < 0A? Explain!





Chapter 7
Polynomial Rings

Since we have discussed domains in great detail, the next logical step in algebraic structure

is to learn more about fields such as the rational numbers and real numbers. One critical

part of the study of fields will involve the solutions to polynomial equations, so in this

chapter we carefully introduce the notation for polynomials and roots of polynomials. In

order to do this we must consider x to be a fixed symbol used only to define polynomials.

From now on, we will not use it to stand for an unknown to solve for or an arbitrary element

of a set.

Every ring in this chapter is assumed to be a commutative ring with unity , unless

otherwise indicated.

7.1 Polynomials over a Ring

The definition of a polynomial should be familiar, but usually with real number coefficients.

We extend this to coefficients from any ring, so we need to be precise with notation. In the

following summation form, it is always assumed that x0 = 1A.

Definition 7.1 Let A be a ring, and let N be a nonnegative integer.

A polynomial over A, a(x), with coefficients a0, a1, . . . , an ∈ A is:

a(x) = a0 + a1x+ · · ·+ anx
n or a(x) =

n∑
i=0

aix
i.

The set of all polynomials over a ring A is denoted A[x].
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Note that in this definition the symbol + does not denote addition in any specific ring

we currently have, so we treat it as just a symbol at the moment. While most of us are

familiar with polynomials such as 1 + x+ 3x2 or 2
3 + 1

5x from Z[x] or Q[x], the coefficients

can be from other rings as seen next.

Example 7.2 Consider the ring of functions =(R) in Example 4.10. The functions f0, f1,

and f2 in =(R), which are defined by f0(y) = sin(y), f1(y) = 2y2, and f2(y) = ey, define a

polynomial in =(R)[x] as a(x) = f0 + f1x+ f2x
2. Notice that x is not used in the definition

of each function since x is a reserved symbol for polynomials.

Example 7.3 Consider the ring ℘(C) = {U : U ⊆ C} defined in Example 4.6, where

C = {1, 2, 3}. The sets {1}, {1, 2}, and {2, 3} are elements of ℘(C), so we can create the

polynomial b(x) = {2, 3}+ {1}x+ {1, 2}x2 + {1}x3 in ℘(C)[x].

There are many frequently used words when working with polynomials:

Definition 7.4 Suppose A is a ring and a(x) ∈ A[x] with
a(x) = a0 + a1x+ · · ·+ anx

n for some nonnegative integer n.

(i) The elements a0, a1, . . . , an ∈ A are the coefficients of a(x).
(ii) For each 0 ≤ i ≤ n, aix

i is called a term of a(x).
(iii) The largest nonnegative integer n with an 6= 0A (if one exists) is

the degree of a(x), denoted deg(a(x)) = n .
(iv) If all coefficients of a(x) are 0A then a(x) = 0(x) and

deg(0(x)) = −∞.
(v) For n ≥ 0 if deg(a(x)) = n, then an is called the leading

coefficient of a(x).

Note: If deg(a(x)) = n then for k > n we know ak = 0A. In Example 7.2 we saw

a(x) ∈ =(R)[x] defined as a(x) = f0 +f1x+f2x
2 Thus a(x) has three terms, deg(a(x)) = 2,

and the leading coefficient is the function f2(y) = ey. Similarly, in Example 7.3, with

b(x) ∈ ℘(C)[x] defined by b(x) = {2, 3}+{1}x+{1, 2}x2 +{1}x3, we see that deg(b(x)) = 3

and the leading coefficient of b(x) is {1}. Also {1, 2}x2 is a term of b(x).

Some conventions will make this notation easier to use:

• The term 1Ax
n can be abbreviated as xn in a polynomial.

• If a term in a polynomial has coefficient 0A we may exclude that term.

• If a polynomial a(x) has degree n ≥ 0, then for any k > n we can assume

0Ax
k is a term of a(x) when needed.

For example, in Z[x] it is easier to write a(x) = 2 + x3 + x6 than a(x) = 2 + 0x+ 0x2 +

1x3 + 0x4 + 0x5 + 1x6, while 1 + 2x can be expanded to 1 + 2x+ 0x2 if needed.
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A Constant polynomial is a polynomials with degree 0, such as a(x) = a0. However,

we need to be clear if we are talking about a polynomial or the element a0 of A. We will

frequently write a(x) = a0 + 0Ax when we want to make it clearer. Note that 0(x), with all

coefficients equal to 0A, is not a constant polynomial, as it does not have degree 0.

Knowing when two polynomials are equal is important when proving statements about

polynomials and when we discuss roots of polynomials, so we make it precise here.

Definition 7.5 Let A be a ring, and a(x), b(x) ∈ A[x].

a(x) = b(x) if and only if

deg(a(x)) = deg(b(x)) and for all n ≥ 0, an= bn.

To create a ring of polynomials, we need two operations between polynomials.

Definition 7.6 Let A be a ring and let a(x), b(x) ∈ A[x].

a(x) =
n∑
i=0

aix
i b(x) =

m∑
i=0

bix
i

Define c(x) = a(x) + b(x) by:

c(x) =
max{n,m}∑

i=0

cix
i where ci = ai +A bi

(Remember, if i > n or i > m we assume ai = 0A or bi = 0A.)

Example 7.7 In Z3[x] consider a(x) = 1 + 2x+ x2 + x3 and b(x) = 2 + 2x+ 2x2. According
to our definition of addition, we find a(x) + b(x) as follows.

a(x) + b(x) = (1 +3 2) + (2 +3 2)x+ (1 +3 2)x2 + (1 +3 0)x3 = x+ x3

If our ring A is unusual, for example, if its elements are not numbers, we need to be careful

with notation when adding polynomials in A[x]. For example, x + x is often simplified to

2x, but 2 may not be in A and thus is not an appropriate coefficient in A[x]. Since 1A is

the unity of A, we actually mean (2 • 1A)x = 1Ax + 1Ax = x + x. For ease of notation we

will usually shorten (n • 1A)x to nx if we do not have a specific ring A we are using.

Notice that with this addition of polynomials, we can now consider the symbol + in the

definition of a polynomial to be the same as our addition. To see why, consider a(x) =

2 + 3x+ 4x2 +x3 from Z[x]. Each term a0(x) = 2, a1(x) = 3x, a2(x) = 4x2, and a3(x) = x3

is itself a polynomial in Z[x]. Under our new addition a(x) = a0(x) + a1(x) + a2(x) + a3(x).
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Polynomial multiplication is a bit more complicated to define, as we see next.

Definition 7.8 Let A be a ring and a(x), b(x) ∈ A[x] as follows.

a(x) =
n∑
i=0

aix
i b(x) =

m∑
i=0

bix
i

Define d(x) = a(x)b(x) by:

d(x) =
n+m∑
i=0

dix
i where di =

∑
j+t=i

aj ·A bt

Note: 0 ≤ j ≤ n and 0 ≤ t ≤ m.

Example 7.9 In Z8[x] consider a(x) = 3 + 2x+ 4x2 and b(x) = 0 + 6x+ 5x2 + 3x3.

We find d(x) = a(x)b(x) as follows; note that deg(a(x)) + deg(b(x)) = 2 + 3 = 5:

d0 = 3 ·8 0 = 0 d1 = 3 ·8 6 +8 2 ·8 0 = 2
d2 = 3 ·8 5 +8 2 ·8 6 +8 4 ·8 0 = 3 d3 = 3 ·8 3 +8 2 ·8 5 +8 4 ·8 6 = 3
d4 = 2 ·8 3 +8 4 ·8 5 = 2 d5 = 4 ·8 3 = 4

So d(x) = 0 + 2x+ 3x2 + 3x3 + 2x4 + 4x5.

We will prove that addition and multiplication of polynomials are commutative and

associative, and that the distributive laws hold. Assuming these for the moment, a more

familiar process is seen next.

Example 7.10 In Z8[x] consider a(x) = 3 + 2x+ 4x2 and b(x) = 6x+ 5x2 + 3x3 .

(3 + 2x+ 4x2)(0 + 6x+ 5x2 + 3x3)
= 3(0 + 6x+ 5x2 + 3x3) + 2x(0 + 6x+ 5x2 + 3x3) + 4x2(0 + 6x+ 5x2 + 3x3)
= (0 + 2x+ 7x2 + x3) + (0 + 4x2 + 2x3 + 6x4) + (0 + 0x3 + 4x4 + 4x5)
= 0 + 2x+ 3x2 + 3x3 + 2x4 + 4x5

Thus we get the same answer as found in Example 7.9. There will be many polynomials

to multiply in exercises and throughout the text, so be sure to practice this technique.

Using the definitions of addition and multiplication defined in A[x], it is important to

verify that they are operations on the set A[x]. Both rules are clearly well-defined, since

addition and multiplication in A tell us the coefficients of the sum and product. Also, both

rules give us new coefficients in A, so the result is again a polynomial in A[x]. Thus they

are operations on our set.
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We are, of course, aiming to show that A[x] is a ring but, because of our notation, the

most complicated properties to prove are associativity for the two different operations.

Theorem 7.11

Let A be a ring. The operations of addition and multiplication from Definitions 7.6 and 7.8
are associative on A[x].

Proof Assume A is a ring. Consider three polynomials a(x), b(x), c(x) ∈ A[x]. Since we can
add more terms with coefficients of 0A to any of the polynomials, we can express all three
using the same nonnegative integer n:

a(x) =
n∑
i=0

aix
i b(x) =

n∑
i=0

bix
i c(x) =

n∑
i=0

cix
i

Thus (a(x) + b(x)) + c(x) = g(x) =
n∑
i=0

gix
i where gi = (ai +A bi) +A ci.

However, +A is associative on A, so gi = ai +A (bi +A ci) as well. Thus associativity of
polynomial addition follows:

g(x) =
n∑
i=0

([ai +A bi] +A ci)x
i =

n∑
i=0

(ai +A [bi +A ci])x
i = a(x) + (b(x) + c(x))

Now consider h(x) = [a(x)b(x)]c(x), and let q(x) = a(x)b(x). Thus h(x) = q(x)c(x). For

each 0 ≤ j ≤ 2n, qj =
∑

k+s=j

(ak ·A bs) where 0 ≤ k, s ≤ n, and so for each i ≤ 3n we find

hi ∈ A as follows, where 0 ≤ k, t, s ≤ n and 0 ≤ j ≤ 2n.

hi =
∑

j+t=i

qj ·A ct =
∑

j+t=i

(( ∑
k+s=j

(ak ·A bs)

)
·A ct

)
Using the distributive law, commutativity, and associativity in the ring A we can rewrite

these finite sums (0 ≤ r ≤ 2n).

hi =
∑

k+s+t=i

(ak ·A bs) ·A ct =
∑

k+s+t=i

ak ·A (bs ·A ct) =
∑

k+r=i

(
ak ·A

( ∑
s+t=r

(bs ·A ct)
))

Thus h(x) = a(x)[b(x)c(x)] and polynomial multiplication is associative. �

Example 7.12 The notation in the previous theorem is confusing, so we will illustrate as-
sociativity with a concrete example in Z4[x]. Let a(x) = 2 + 3x, b(x) = 0 + x + 2x2, and
c(x) = 1 + x . Remember the coefficients are in the ring Z4.

b(x)c(x) = (0 + x+ 2x2)(1 + x)
= 0 + 0x+ x+ x2 + 2x2 + 2x3

= 0 + x+ 3x2 + 2x3



202 Chapter 7 Polynomial Rings

a(x) [b(x)c(x)] = (2 + 3x)(0 + x+ 3x2 + 2x3)
= 0 + 2x+ 2x2 + 0x3 + 0x+ 3x2 + x3 + 2x4

= 0 + 2x+ x2 + x3 + 2x4

a(x)b(x) = (2 + 3x)(0 + x+ 2x2)
= 0 + 2x+ 0x2 + 0 + 3x2 + 2x3

= 0 + 2x+ 3x2 + 2x3

[a(x)b(x)]c(x) = (0 + 2x+ 3x2 + 2x3)(1 + x)
= 0 + 2x+ 3x2 + 2x3 + 0x+ 2x2 + 3x3 + 2x4

= 0 + 2x+ x2 + x3 + 2x4

Thus we see that a(x)[b(x)c(x)] = [a(x)b(x)]c(x).

The next theorem is an exercise at the end of the chapter.

Theorem 7.13

Let A be a ring. The operations of addition and multiplication from Definitions 7.6 and 7.8
are commutative on A[x].

We have one more theorem to prove with this notation, but then A[x] is a ring.

Theorem 7.14

Let A be a ring. Then the distributive laws hold in A[x].

Proof Let A be a ring. Consider the following three polynomials in A[x], as in Theorem 7.11;
we can use n in each summation.

a(x) =
n∑
i=0

aix
i b(x) =

n∑
i=0

bix
i c(x) =

n∑
i=0

cix
i

By Theorem 7.13, polynomial multiplication is commutative, so we only need to show that
a(x)[b(x)+c(x)] = a(x)b(x)+a(x)c(x). For help with notation we will use d(x) = b(x)+c(x)
and a(x)d(x) = p(x). Thus dt = bt+A ct for each 0 ≤ t ≤ n. Remember that the coefficients
are all from A and the distributive law holds in A, so for each 0 ≤ i ≤ 2n we can calculate
pi as follows.

pi =
∑

j+t=i

(aj ·A dt) =
∑

j+t=i

(aj ·A [bt +A ct]) =
∑

j+t=i

[(aj ·A bt) +A (aj ·A ct)]

If we call s(x) = a(x)b(x) and u(x) = a(x)c(x), then for 0 ≤ i ≤ 2n:

si =
∑

j+t=i

(aj ·A bt) ui =
∑

j+t=i

(aj ·A ct).
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As these sums are finite, pi = si +A ui for each i, and so p(x) = s(x) + u(x). Thus we
have a(x)[b(x) + c(x)] = a(x)b(x) + a(x)c(x), and the distributive laws hold. �

Finally, we can prove that A[x] is a commutative ring with unity. The only pieces not

complete are to prove that 0(x) = 0A + 0Ax is the zero, the unity is 1(x) = 1A + 0Ax, and

every element of A[x] has a negative in A[x]. These steps are an exercise at the end of the

chapter.

Theorem 7.15

Let A be a commutative ring with unity. Then the set A[x] of polynomials over A is a
commutative ring with unity.

We now have a large collection of polynomial rings we can consider, each of Z[x], Q[x],

R[x], Zn[x] for each n, as well as other unusual examples such as ℘(C)[x]. We must be

careful not to make too many assumptions about polynomials, since just as rings have a

variety of properties, so can the polynomial rings. We will look at some of these properties

in the next section.

7.2 Properties of Polynomial Rings

With a commutative ring with unity A, we know that A[x] is also a commutative ring with

unity. Will A[x] always have the same properties as A?

Example 7.16 We know that Z is an integral domain, but what about Z[x]?

To verify Z[x] is an integral domain, we must show it has no zero divisors. For a contra-
diction suppose we have two nonzero polynomials a(x), b(x) ∈ Z[x] with a(x)b(x) = 0(x).

By a(x) 6= 0(x), there is a coefficient which is nonzero. Suppose that n is the degree of
a(x), then an 6= 0 but for all k > n, ak = 0. Similarly, b(x) 6= 0(x), so assume m is the
degree of b(x) and bm 6= 0 but for all k > m, bk = 0. From a(x)b(x) = 0(x), we know the
polynomial d(x) = a(x)b(x) has coefficient dn+m = 0.

dn+m =
∑

j+t=n+m

(ajbt)

For each j ≥ 0, ajbt must have j + t = n + m, so if j < n then t > m, which tells

us bt = 0 and ajbt = 0. Similarly, if j > n then aj = 0, and so ajbt = 0 again. Thus

0 = dn+m = anbm. But anbm 6= 0 since Z is an integral domain. This contradiction tells us

Z[x] is an integral domain.

The previous example motivates the next theorem, whose proof follows the same steps.
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Theorem 7.17

If A is an integral domain, then A[x] is also an integral domain.

Proof Suppose that A is an integral domain. Thus A[x] is a commutative ring with unity
by Theorem 7.15, so we only need to show that A[x] has no zero divisors.

Assume instead we have a zero divisor a(x) ∈ A[x] so a(x) 6= 0(x) and deg(a(x)) = n ≥ 0.
There must exist b(x) ∈ A[x] so that b(x) 6= 0(x), but a(x)b(x) = 0(x). Again, by b(x) 6=
0(x), we have deg(b(x)) = m ≥ 0. Let d(x) = a(x)b(x).

dn+m =
∑

j+t=n+m

(aj ·A bt)

We know an 6= 0A, but for all k > n, ak = 0A. Also, bm 6= 0A, but for all k > m, bk = 0A.
Thus aj ·A bt = 0A, except when j = n and t = m, so dn+m = an ·A bm.

Since A is an integral domain, then dn+m 6= 0A and d(x) 6= 0(x), a contradiction.
Therefore A[x] has no zero divisors, and A[x] is an integral domain. �

Example 7.18 If the original ring A is not an integral domain, strange things can happen
in A[x]. Consider Z4 and the following polynomials in Z4[x]:

a(x) = 2 + 2x+ 2x2 b(x) = 2 + 2x c(x) = 3 + 2x.

Calculating (a(x))2 and b(x)c(x) we find:

(a(x))2 = (2 + 2x+ 2x2)(2 + 2x+ 2x2) b(x)c(x) = (2 + 2x)(3 + 2x)
= 0 + 0x+ 0x2 + 0x3 + 0x4 = 2 + 0x+ 2x+ 0x2

= 0(x) = 2 + 2x.

As (a(x))2 = 0(x) then a(x) is a zero divisor, while b(x)c(x) = b(x). Also notice that

deg(b(x)) = 1, deg(c(x)) = 1, and deg(b(x)c(x)) = 1.

The next logical question to ask is: If A is a field will A[x] also be a field?

Example 7.19 Using the field Q, consider a(x) = x in Q[x]. If Q[x] is a field, then there
must exist a polynomial b(x) ∈ Q[x] so that a(x)b(x) = 1(x). The coefficients of the product
d(x) = a(x)b(x) must have:

di =
∑

j+t=i

ajbt =

{
1 i = 0

0 i > 0.

However, d0 = a0b0 and a0 = 0, so d0 = 0 and d(x) 6= 1(x). Since a(x) = x is not a unit,

Q[x] is not a field. However, as Q is an integral domain, then Q[x] is an integral domain.
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We have discussed the degree of a nonzero polynomial a(x), that is, the nonnegative

integer n so that an 6= 0A, but for all m > n, am = 0A. Recall when we defined the product

of two polynomials a(x) =
n∑
i=0

aix
i and b(x) =

m∑
i=0

bix
i in Definition 7.8, the summation for

the product was from i = 0 to i = n + m. This suggests that the degree of the product

should be the sum of the degrees, leading us to the next theorem.

Theorem 7.20

Let A be an integral domain, and nonzero a(x), b(x) ∈ A[x]. If deg(a(x)) = n and
deg(b(x)) = m, then deg(a(x)b(x)) = n+m.

Proof Suppose we have A, an integral domain, and a(x), b(x) ∈ A[x] are nonzero polyno-
mials with deg(a(x)) = n and deg(b(x)) = m. Since a(x) and b(x) are nonzero, we know
that n ≥ 0, m ≥ 0, an 6= 0A, and bm 6= 0A. By definition d(x) = a(x)b(x) has

d(x) =
m+n∑
i=0

dix
i where di =

∑
j+t=i

aj ·A bt.

As we have done before, dn+m = an ·A bm, since any other term aj ·A bt with j+t = n+m
has either j > n or t > m and thus aj ·A bt = 0A. Since A is an integral domain, we know
an ·A bm 6= 0A, but if k > n + m and j + t = k, either j > n or t > m, so dk = 0A. Thus
deg(a(x)b(x)) = n+m. �

It is critical that we have an integral domain in Theorem 7.20, since in Example 7.18

we saw a polynomial of degree 2, which when squared results in the zero polynomial whose

degree is not 4. In the definition of polynomial addition, the summation of the result was

from 0 to k = max{n,m}, or in other words, max{deg(a(x)), deg(b(x))}. Is it similarly true

that deg(a(x)+b(x)) = max{deg(a(x)), deg(b(x))} for nonzero polynomials over an integral

domain? This question is an exercise at the end of the chapter.

Example 7.21 We know Z4[x] is a commutative ring with unity, and the unity is the poly-
nomial 1(x) = 1 + 0x. To find char(A[x]) we calculate n • 1(x) as follows.

1 • 1(x) = 1 + 0x
2 • 1(x) = (1 + 0x) + (1 + 0x) = 2 + 0x
3 • 1(x) = (1 + 0x) + (2 + 0x) = 3 + 0x
4 • 1(x) = (1 + 0x) + (3 + 0x) = 0 + 0x

Thus we see that char(Z4[x]) = 4 = char(Z4).
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Will A and A[x] always have the same characteristic? The key to understanding char-

acteristic for polynomial rings is realizing that for any integer n and a(x) ∈ A[x] we find

n • a(x) = c(x) where ci = n • ai. The proof of this fact is an exercise at the end of the

chapter. The next theorem quickly follows once n • 1(x) can be correctly calculated.

Theorem 7.22

If A is a ring then char(A) = char(A[x]).

Example 7.23 Consider the ring Z5[x]. We know that Z5 is an integral domain since 5 is
prime (Theorem 4.17) and |Z5| = 5. Thus Z5[x] is an integral domain by Theorem 7.17,
and our previous theorem tells us that char(Z5[x]) = 5.

By our definition there exist polynomials x, x2, x3, . . . , xn, xn+1, . . . in Z5[x] (each poly-

nomial with leading coefficient 1). These are distinct polynomials, by Definition 7.5, since

they all have different degrees. Thus Z5[x] is an infinite integral domain with finite charac-

teristic. We saw in Example 6.10, an infinite integral domain with nonzero characteristic,

namely ℘(Z), but now we have infinite integral domains with any prime characteristic we

choose.

Another important algebraic property we will use in polynomial rings is the ability to

“divide,” that is, get a quotient and remainder. This parallels Theorem 0.19 in Z. We will

also call this version The Division Algorithm, applicable in K[x] when K is a field.

Theorem 7.24

The Division Algorithm Let K be a field and a(x), b(x) ∈ K[x]. If b(x) 6= 0(x) then there
exist unique polynomials q(x), r(x) ∈ K[x], for which a(x) = b(x)q(x) + r(x) and either
deg(r(x)) < deg(b(x)) or r(x) = 0(x).

Proof To make the proof easier to read, we will not put +K or ·K in our equations, so make
sure you know which multiplication or addition is being used. Suppose that K is a field and
a(x), b(x) ∈ K[x], with b(x) 6= 0(x). We will look at different cases, and in each case find
the appropriate q(x) and r(x) in K[x]. The uniqueness of q(x) and r(x) is an exercise at
the end of the chapter.

(i) deg(a(x)) < deg(b(x))
(ii) deg(a(x)) = deg(b(x))
(iii) deg(a(x)) > deg(b(x))

(i) An exercise at the end of the chapter.
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(ii) Assume deg(a(x)) = deg(b(x)) = n. Thus bn 6= 0K and since K is a field, we
have b−1n ∈ K. Let q(x) = (anb

−1
n ) + 0Kx, then q(x) ∈ K[x] and deg(q(x)) = 0. Thus

d(x) = q(x)b(x) has degree n+ 0 = n by Theorem 7.20. Notice that

dn = q0bn = (anb
−1
n )bn = an.

Now define r(x) = a(x)− q(x)b(x), and we have a(x) = b(x)q(x) + r(x). We only need to
show that either deg(r(x)) < deg(b(x)) or r(x) = 0(x) to complete this part of the proof.

Assume r(x) 6= 0(x) then rn = an − dn = 0K , and for all j > n, rj = 0K since both a(x)
and d(x) have degree n. Thus deg(r(x)) < n and deg(r(x)) < deg(b(x)) as needed.

(iii) Suppose that deg(a(x)) > deg(b(x)). Let n = deg(a(x)) and m = deg(b(x)). As
n > m, then n−m is a positive integer. As in case (ii), since bm 6= 0K there is an element
b−1m ∈ K.

Define q(x) ∈ K[x] by q(x) = (anb
−1
m )xn−m.

Then deg(q(x)) = n − m and qn−m = anb
−1
m , but for all other nonnegative integers t,

qt = 0K . Now the polynomial d(x) = q(x)b(x) has degree (n−m) +m = n.

dn = qn−mbm = (anb
−1
m )bm = an

Exactly as in (ii) we let r(x) = a(x)− q(x)b(x), so that a(x) = b(x)q(x) + r(x). We know
from the same steps as (ii) that deg(r(x)) ≤ n−1, but if deg(r(x)) > m, we can now repeat
this process on r(x) and b(x) to produce c(x), s(x) ∈ K[x] with r(x) = c(x)b(x) + s(x) and
deg(s(x)) < n− 1 or s(x) = 0(x).

a(x) = q(x)b(x) + c(x)b(x) + s(x) = [q(x) + c(x)]b(x) + s(x)

Thus we now have a remainder with an even lower degree than r(x). Repeating this
at most n − m times, we will eventually find remainder 0(x) or a remainder r′(x) with
deg(r′(x)) < m as needed. �

Example 7.25 Suppose in Z7[x], a(x) = 3 + 2x + 3x2 + 5x3 + x4 and b(x) = 6 + 4x. By
Theorem 7.24, we can find q(x), r(x) ∈ Z7[x] with a(x) = b(x)q(x) + r(x). To find q(x) and
r(x) we can use “long division” in Z7[x]. Don’t forget to use +7 and ·7 on the coefficients.

2 + 6x+ 0x2 + 2x3

6 + 4x
)

3 + 2x+ 3x2 + 5x3 + x4

−(5x3 + x4)

3 + 2x+ 3x2

−(x+ 3x2)

3 + x
−(5 + x)

5

Thus q(x) = 2 + 6x+ 2x3 and r(x) = 5, which give us a(x) = (2 + 6x+ 2x3)(6 + 4x) + 5.
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If we had used coefficients in Z8 instead, then for any polynomial q(x) ∈ Z8[x] the

coefficient of x4 in (6 + 4x)q(x) must be of the form 6q4 + 4q3. But there is no solution to

6q4 + 4q3 = 1 in Z8, so we could not find q(x) or r(x) in Z8[x].

Another useful property that is shared by Z and K[x], when K is a field, parallels

Theorem 5.18.

Theorem 7.26

If K is a field then every ideal of K[x] is a principal ideal.

Proof Let K be a field, and suppose S is an ideal of K[x]. As in the proof of Theorem 5.18,
if S = {0(x)} or S = K[x], then S = 〈0(x)〉 or S = 〈1(x)〉, respectively, and S is principal.
Thus assume that S is not one of these trivial ideals, and so there is polynomial a(x) ∈ S
with a(x) 6= 0(x).

As a(x) 6= 0(x) then deg(a(x)) ≥ 0, so first assume deg(a(x)) = 0. Thus a(x) is a nonzero
constant polynomial, a(x) = a0 with a0 6= 0K . We know a0 is a unit with inverse a−10 ∈ K,
and so the polynomial b(x) = (a0)−1 is in K[x]. But S absorbs products from K[x], so
a(x)b(x) ∈ S, or 1(x) ∈ S. This contradicts that S is not equal to K[x] by Theorem 5.12,
and so S cannot contain a polynomial of degree 0.

Now S contains a nonzero polynomial, a(x), but cannot contain a polynomial of degree
0. Thus for every nonzero a(x) ∈ S, deg(a(x)) is a positive integer.

Define B = {n ∈ Z : deg(q(x)) = n for some nonzero q(x) ∈ S}.

Clearly, B ⊆ Z+, but Z is an integral system (Definition 6.32) which tells us that B has
a least element, call it m. By definition of B there exists some polynomial p(x) ∈ S with
deg(p(x)) = m. We will now show that S = 〈p(x)〉.

As p(x) ∈ S and S is an ideal, it is clear that 〈p(x)〉 ⊆ S, so we only need to show that
〈p(x)〉 ⊇ S. Let b(x) ∈ S. If b(x) = 0(x) then b(x) = 0(x)p(x) and b(x) ∈ 〈p(x)〉, so assume
instead that b(x) 6= 0(x).

As deg(b(x)) ∈ B, then either deg(b(x)) = m or deg(b(x)) > m. Using Theorem 7.24
we find polynomials q(x), r(x) ∈ K[x] with b(x) = p(x)q(x) + r(x) and 0 < deg(r(x)) <
deg(p(x)) or r(x) = 0(x). But r(x) = b(x)−p(x)q(x) and b(x), p(x) ∈ S, so as S is an ideal,
r(x) ∈ S. If r(x) 6= 0(x) we would have a contradiction, since m is the least element of B.
Thus we must have r(x) = 0(x) and b(x) = p(x)q(x). Hence b(x) ∈ 〈p(x)〉, S = 〈p(x)〉, and
S is a principal ideal. �

When we use constant polynomials, we often write a0 + 0Ax instead of just a0 to remind

us we have a polynomial, not just an element of A. The link between constant polynomials

and elements of A is made precise in the next theorem.
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Theorem 7.27

Let A be a ring. Then the function f : A→ A[x] defined by f(a) = a+ 0Ax is an injective
ring homomorphism.

Proof Let A be a ring, and define f : A→ A[x] by f(a) = a+ 0Ax. To see that f is a ring
homomorphism, let a, b ∈ A.

f(a+A b) = (a+A b) + 0Ax

f(a) + f(b) = (a+ 0Ax) + (b+ 0Ax) = (a+A b) + 0Ax

Thus f(a+A b) = f(a) + f(b). Verification of f(ab) = f(a)f(b) using polynomial multi-
plication is an exercise at the end of the chapter. Thus f is a ring homomorphism.

To see that f is injective, suppose c ∈ A with c ∈ ker(f). Thus f(c) = 0(x) since
0A[x] = 0(x), and so c + 0Ax = 0(x). This can only be true if c = 0A, so ker(f) = {0A}.
Hence f is injective by Theorem 5.30. �

With the function defined in Theorem 7.27 together with Theorem 5.32, we know that

f(A) is a subring of A[x]. By ker(f) = {0A} we know A ∼= f(A) using Therem 5.35. So we

can consider A[x] to have an isomorphic copy of A inside of it. Hence we will often use the

idea that A is a “subset” of A[x] by identifying A with the constant polynomials.

The strong relationship between a ring A and the polynomial ring A[x] we have discussed

in this section will be important throughout the rest of the text. The next theorem gives us

a way to extend any homomorphism between rings to the associated polynomial rings.

Theorem 7.28

Let A and K be rings, and suppose that f : A → K is a ring homomorphism. Then the
function f : A[x]→ K[x] defined as follows is also a ring homomorphism.

f(a0 + a1x+ · · ·+ anx
x) = f(a0) + f(a1)x+ · · ·+ f(an)xn

Proof Suppose A and K are commutative rings with unity, and f : A → K is a ring
homomorphism. Clearly, f : A[x] → K[x] is well-defined, since f is well-defined, and so
each coefficient of f(a(x)) is unique. To see that f is a homomorphism, for a(x), b(x) ∈ A[x]
we need to show that f(a(x) + b(x)) = f(a(x)) +f(b(x)) and f(a(x)b(x)) = f(a(x))f(b(x)).

As an exercise at the end of the chapter, you will show the first of these, so we will look
at the second. Suppose a(x), b(x) ∈ A[x] and d(x) = a(x)b(x).
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a(x) =
n∑
i=0

aix
i b(x) =

m∑
i=0

bix
i

d(x) =
n+m∑
i=0

dix
i where di =

∑
j+t=i

(ajbt)x
i

Thus using that f is a homomorphism we see that f(a(x)b(x)) = f(a(x))f(b(x)) in the
following steps, and thus f is a homomorphism.

f(a(x)b(x)) = f(d(x)) =
n+m∑
i=0

f(di)x
i

=
n+m∑
i=0

f

( ∑
j+t=i

(ajbt)

)
xi =

n+m∑
i=0

( ∑
j+t=i

f(ajbt)

)
xi

=
n+m∑
i=0

( ∑
j+t=i

f(aj)f(bt)

)
xi = f(a(x))f(b(x))

�

Example 7.29 Consider the rings Z and Z5. We saw in Theorem 4.41 that f : Z → Z5

defined by f(a) = a(mod5) is a homomorphism, and so f : Z[x] → Z5[x], as defined in
Theorem 7.28, will be a homomorphism. Consider the following polynomials from Z[x].

a(x) = 0 + 5x b(x) = 0 + 10x+ 5x3 c(x) = 7 + 4x+ 8x2 + 10x3

Notice that f(a(x)) = 0(x) and f(b(x)) = 0(x), and thus the function f is not injective.

Also f(c(x)) = 2 + 4x+ x2 so deg(c(x)) 6= deg
(
f(c(x))

)
.

In our previous example the function f was not injective and neither was f . If f is an

isomorphism, will the extension f also be an isomorphism? The next theorem is an exercise

at the end of the chapter.

Theorem 7.30

Let A, K be rings. If the function f : A → K is an isomorphism, then the extension
f : A[x]→ K[x] is also an isomorphism.

Suppose f is an isomorphism as in Theorem 7.30, and a(x) ∈ A[x]. It is straightforward

to show that deg(a(x)) = deg(f(a(x)). This fact will be used repeatedly, and its proof is an

exercise at the end of the chapter.

This method of extending a homomorphism of rings to a homomorphism of polynomial
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rings is very useful. We will not repeat the definition of the extension each time but just

put a bar above the name of the function to denote it.

7.3 Polynomial Functions and Roots

Our polynomials look very similar to functions. Thus it is important to make a distinction

between polynomials and functions. Equality is one critical difference as seen next.

Example 7.31 Consider the polynomial a(x) = 3x + 3x2 in Z6[x]. Note that deg(a(x)) = 2
while 0(x) has degree −∞, with all of its coefficients equal to 0. As polynomials these two
are very different. However, look closely at the following functions defined on Z6.

h : Z6 → Z6 defined by h(a) = 3a+ 3a2 for all a ∈ Z6

g : Z6 → Z6 defined by g(a) = 0 for all a ∈ Z6

We can calculate h(a) and g(a) for each a ∈ Z6.

f(0) = 3(0) + 3(0) = 0 g(0) = 0
h(1) = 3(1) + 3(1) = 0 g(1) = 0
h(2) = 3(2) + 3(4) = 0 g(2) = 0
h(3) = 3(3) + 3(3) = 0 g(3) = 0
h(4) = 3(4) + 3(4) = 0 g(4) = 0
h(5) = 3(5) + 3(1) = 0 g(5) = 0

Thus the function h maps the elements of Z6 to the same elements as the function g.

The functions h and g are equal, but the polynomials used to define them are drastically

different.

Example 7.32 Even if the coefficients are from a field, this difference in functions and
polynomials can be seen. Consider instead Z7 and polynomial a(x) = x7 in Z7[x]. Define
the function f : Z7 → Z7 by f(b) = b7.

f(0) = 07 = 0 f(1) = 17 = 1 f(2) = 27 = 2 f(3) = 37 = 3
f(4) = 47 = 4 f(5) = 57 = 5 f(6) = 67 = 6

As a function, f is identical to the identity function which can be expressed as a poly-

nomial by e(x) = x. But as polynomials a(x) 6= e(x) since the degrees are different.

We will use polynomials to help us define functions, but as the previous examples show

us, we must be careful discussing equality in this situation.
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Definition 7.33 Let A be a ring and a(x) ∈ A[x] with a(x) 6= 0(x) and
deg(a(x)) = n.

For c ∈ A define the element a(c) ∈ A as:

a(c) = a0 +A (a1 ·A c) +A (a2 ·A c2) +A · · ·+A (an ·A cn).

If a(x) = 0(x) we say a(c) = 0A for all c ∈ A.

Example 7.34 Consider a(x) = 2 + 3x+ x2 in Z5[x].

a(0) = 2 +5 0 +5 0 = 2 a(1) = 2 +5 3 +5 1 = 1 a(2) = 2 +5 1 +5 4 = 2

a(3) = 2 +5 4 +5 4 = 0 a(4) = 2 +5 2 +5 1 = 0

Theorem 7.35

Let A be an integral domain. The substitution function hc : A[x]→ A defined by hc(a(x)) =
a(c) is a ring homomorphism.

Proof In this proof we will again stop writing +A and ·A for the operations in A to keep
the notation readable.

Let A be ring, and define hc : A[x] → A by hc(a(x)) = a(c). Consider two polynomials
a(x), b(x) ∈ A[x].

a(x) =
n∑
i=0

aix
i b(x) =

m∑
i=0

bix
i

The proof of hc(a(x) + b(x)) = a(c) + b(c) = hc(a(x)) +hc(b(x)) is an exercise at the end
of the chapter. Let g(x) = a(x)b(x). Then hc(a(x)b(x)) = hc(g(x)) = g(c).

g(c) =
n+m∑
i=0

gic
i =

n+m∑
i=0

( ∑
j+t=i

ajbt

)
ci =

n+m∑
j+t=0

(ajbtc
j+t)

=
n+m∑
j+t=0

(ajc
j)(btc

t)

Using commutativity and associativity in A, we can rearrange this and notice a pattern.

g(c) = a0(b0 + b1c+ · · ·+ bmc
m) + a1c(b0 + b1c+ · · ·+ bmc

m)
+ · · ·+ anc

n(b0 + b1c+ · · ·+ bmc
m)

Finally, using commutativity and the distributive laws, we can factor out the expression
for b(c) and find g(c) = a(c)b(c). Thus hc(a(x)b(x)) = hc(a(x))hc(b(x)), and hc is a ring
homomorphism. �
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Example 7.36 Consider the function f : Z→ Z defined by f(c) = a(c) with the polynomial

a(x) = 2 + 3x + x2. For the elements 2, 3, 5 ∈ Z we have f(2) = 2 + 6 + 4 = 12, f(3) =

2 + 9 + 9 = 20, and f(5) = 2 + 15 + 25 = 42. Notice that f(2 + 3) 6= f(2) + f(3). Thus this

function is not a ring homomorphism.

As the previous example shows, we must be careful not to confuse defining a function

using a polynomial with the substitution homomorphism hc.

Suppose A is a ring, and c ∈ A. As hc is a ring homomorphism, we know ker(hc) is a

subring of A[x]. Recall:

ker(hc) = {a(x) ∈ A[x] : hc(a(x)) = 0A} = {a(x) ∈ A[x] : a(c) = 0A}

Definition 7.37 Let A be a ring, c ∈ A, and a(x) ∈ A[x], a(x) 6= 0(x).

We say that c is a root of the polynomial a(x) exactly when a(c) = 0A.

Notice that the term root of a(x) is only defined for a(x) 6= 0(x); no c ∈ A is considered

a root of 0(x) even though 0(c) = 0A.

Example 7.38 Consider the polynomial a(x) = 2 + 3x+x2 in Z6[x]. By calculating a(c) for
each c ∈ Z6, we can determine if any are roots.

a(0) = 0 a(1) = 0 a(2) = 0 a(3) = 2 a(4) = 0 a(5) = 0

Thus the elements 1, 2, 4, and 5 are roots of a(x) in Z6. This may seem odd to some

who learned that a quadratic equation should only have two roots. One answer is that Z6

is not an integral domain, so we don’t expect it to act the same as Z. However, the same

polynomial, considered as an element of Z5[x], has exactly two roots. Maybe this is due to

the fact that Z5 is a field?

It is not trivial to find roots of a polynomial over an infinite ring, as you cannot simply

plug in every element. Learning various ways to determine if a polynomial has a root (or

no element is a root) will be critical for Chapter 9, and thus much of Chapter 8 is devoted

to this task. The substitution homomorphism will appear frequently.
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People in Mathematics

Srinivasa
Ramanujan

Srinivasa Ramanujan (1887 − 1920) was an Indian

mathematician who, despite very little formal train-

ing, made incredible discoveries in mathematics dur-

ing his short life. See more about him at [14], [15],

[5], [24], [8], and [33], and online at [60].

Ramanujan’s early teachers recognized his math-

ematical talent, and when he graduated from sec-

ondary school, in 1904, he was awarded a scholarship

to a university in India. Unfortunately, Ramanujan

was so focused on mathematics it was difficult for

him to concentrate on other subjects, and thus he

did not complete his college degree.

Ramanujan did not have the usual training of

a mathematician, so much of his work was based

on intuition and ideas, rather than carefully written

proofs. This made it difficult for others to understand

his work, and believe it could be correct. When his

work was being first presented in Britain, his lack

of logical foundation and proof caused many to not

take his work seriously. British mathematicians Hardy and Littlewood began to recognize

that Ramanujan’s work was exceptional and wanted to bring him to Cambridge to work

and study, but Ramanujan refused to leave India. With their help Ramanujan was offered a

research scholarship at the University of Madras in India so he could continue his research.

In 1914 Ramanujan finally travelled to Cambridge to work with Hardy and Littlewood,

where he earned a PhD. While in Cambridge, Ramanujan was elected to the London Math-

ematical Society and then fellow of the Royal Society. In 1918 Ramanujan was the first

Indian elected a fellow of Trinity College, Cambridge.

The results discovered by Ramanujan were written in notebooks that he kept, written

tersely without proof. Thus these equations and identities were considered to be conjectures

for over forty years while other mathematicians eventually proved all but a handful of

the nearly 3,900 to be correct. His final notebook, discovered in 1976, contained over 600

formulas, some of which were not publish, until as late as 2013.

Ramanujan is honored today, with scholarships and prizes for mathematics students,

books, articles, and movies, as well as centers, and museums named for him. In 2011 the

Indian government declared December 22 as National Mathematics Day to honor Ramanu-

jan’s birthday, and the prime minister declared 2012 National Mathematics Year.
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Exercises for Chapter 7

Section 7.1 Polynomial Rings

Unless otherwise noted, assume that each ring has its usual operations.

1. Use A = Z × Z and create a(x), b(x) ∈ A[x] with deg(a(x)) = 3, deg(b(x)) = 4, and

an 6= bn for each n ≥ 0.

2. Use A = Z3 × Z3 and create a(x), b(x) ∈ A[x] with deg(a(x)) = 3, deg(b(x)) = 5, and

an 6= bn for each n ≥ 0.

3. Consider A = Z6/S with S = {0, 3} and create a(x), b(x) ∈ A[x] with deg(a(x)) = 2,

deg(b(x)) = 3, and an 6= bn for each n ≥ 0.

4. Consider A = Z2×Z4/S with S = {(0, 0), (0, 2)} and create a(x), b(x) ∈ A[x] with

deg(a(x)) = 3, deg(b(x)) = 2, and an 6= bn for each n ≥ 0.

In exercises 5− 15, compute a(x) + b(x) and a(x)b(x) in the given ring.

5. a(x) = 2 + 3x+ 3x2 and b(x) = 4 + 4x+ 3x2 in Z6[x].

6. a(x) = 1 + 7x+ x2 + 9x3 and b(x) = 2 + 4x+ 6x2 in Z10[x].

7. a(x) = 0 + 4x+ 5x2 and b(x) = 1 + 2x+ x2 + 6x3 in Z7[x].

8. a(x) = 2 + x+ 3x2 + 2x3 and b(x) = 1 + 2x+ 2x2 + x3 in Z4[x].

9. a(x) = 2 + x+ x2 + 2x3 + x4 and b(x) = 0 + x+ 2x2 + x3 in Z3[x].

10. a(x) = 5 + 3x+ 4x2 and b(x) = 5 + 6x+ 7x2 in Z8[x].

11. a(x) = 3 + 6x+ 9x2 and b(x) = 2 + 4x+ 6x2 in Z10[x].

12. a(x) = 1 + x+ x2 + x3 + x4 and b(x) = 1 + x+ x2 + x3 in Z2[x].

13. a(x) = 4 + 2x+ 4x2 and b(x) = 4 + x+ 3x2 + 2x3 in Z5[x].

14. a(x) = 6 + 11x+ 5x3 and b(x) = 9 + 3x+ 12x2 + 6x3 in Z15[x].

15. a(x) = 8 + 5x+ 6x2 + 4x3 and b(x) = 4 + 7x+ 3x2 + 8x3 in Z9[x].

16. Suppose A = {0A, 1A} is an integral domain. (It must be true that 1A + 1A = 0A.)

Find all of the polynomials in A[x] with degree 1. How many did you find?

17. Suppose A = {0A, 1A} is an integral domain. (It must be true that 1A + 1A = 0A.)

Find all of the polynomials in A[x] with degree 2. How many did you find?

18. Suppose A = {0A, 1A} is an integral domain. (It must be true that 1A + 1A = 0A.)

Find all of the polynomials in A[x] with degree 3. How many did you find?

19. Suppose A is a ring and |A| = 3. How many polynomials have degree 1 in A[x]?

20. Suppose A is a ring and |A| = 3. How many polynomials have degree 2 in A[x]?

21. Suppose A is a ring and |A| = 3. How many polynomials have degree 3 in A[x]?

22. Is there a pattern from exercises 16 − 21 that you notice about the number of poly-

nomials of degree n over a finite ring with m elements?
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23. Prove Theorem 7.13.

24. Complete Theorem 7.15 by verifying that 0(x) = 0A + 0Ax and 1(x) = 1A + 0Ax are

the zero and unity of A[x] and that −a(x) = c(x) where ci = −ai for all i.

25. Suppose A is a ring, a(x) ∈ A[x], and 0 ≤ i ≤ deg(a(x)). Prove by induction that for

any positive integer n the polynomial n • a(x) = c(x) has ci = n • ai.
26. Suppose A is a ring, a(x) ∈ A[x], and 0 ≤ i ≤ deg(a(x)). Use the previous exercise to

help prove that for any integer n, the polynomial n • a(x) = c(x) has ci = n • ai.

In exercises 27−35, prove that a(x) is not a zero divisor in the given ring or find b(x) ∈ A[x]

with b(x) 6= 0(x) and a(x)b(x) = 0(x).

27. a(x) = 4 + 2x in Z6[x].

28. a(x) = 6 + 2x+ 4x2 in Z8[x].

29. a(x) = 2 + 3x in Z6[x].

30. a(x) = 1 + 4x in Z8[x].

31. a(x) = 1 + 5x in Z6[x].

32. a(x) = 1 + x in Z3[x].

33. a(x) = (1, 2) + (2, 2)x in Z3 × Z3[x].

34. a(x) = (2, 3) + (3, 2)x in Z4 × Z4[x].

35. a(x) = (0, 2) + (1, 2)x in Z3 × Z4[x].

36. Let A be a ring and a(x) ∈ A[x]. Prove or disprove: If every coefficient of a(x) is a

zero divisor of A, then a(x) is a zero divisor in A[x].

37. Let A be a ring and a(x) ∈ A[x]. Prove or disprove: If a0 6= 0A is not a zero divisor of

A, then a(x) is not a zero divisor in A[x].

38. We know S = {0, 4} is a subring of Z8. Prove or disprove: S[x] = {a(x) ∈ Z8[x] : ai ∈ S
for all i} an ideal of Z8[x].

39. We know S = {0, 3, 6} is a subring of Z9. Prove or disprove: S[x] = {a(x) ∈ Z9[x] :

ai ∈ S for all i} an ideal of Z9[x].

40. We know S = {0, 3, 6, 9} is a subring of Z12. Prove or disprove: S[x] = {a(x) ∈ Z12[x] :

ai ∈ S for all i} an ideal of Z12[x].

41. Prove or disprove: If A is a ring and S is an ideal of A, then S[x] = {a(x) ∈ A[x] :

ai ∈ S for all i} is an ideal of A[x].

42. Prove or disprove: If A is a ring then S = {a(x) ∈ A[x] : a0 6= 0A} is an ideal of A[x].

43. Prove or disprove: If A is a ring then S = {a(x) ∈ A[x] : a1 = 0A} is an ideal of A[x].

44. Prove or disprove: If A is a ring then S = {a(x) ∈ A[x] : deg(a(x)) < 3} is an ideal of

A[x].

45. Suppose A is a ring and n is a positive integer. Prove or disprove: S = {a(x) ∈ A[x] :

deg(a(x)) < n} is an ideal of A[x].
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Section 7.2 Properties of Polynomial Rings

46. Prove or disprove: If A is an integral domain and a(x), b(x) ∈ A[x] are nonzero poly-

nomials, then deg(a(x) + b(x)) = max{deg(a(x)), deg(b(x))}.
47. If A is an integral domain with nonzero polynomials a(x), b(x) ∈ A[x], where

deg(a(x)) = n and deg(b(x)) = m. Prove or disprove: If 0 ≤ j < n and 0 ≤ s < m

with aj 6= 0A and bs 6= 0A, then dj+s 6= 0A.

48. Prove Theorem 7.22.

49. Prove (i) of Theorem 7.24.

50. Complete the proof of Theorem 7.24 by showing that if a(x), b(x), q1(x), q2(x), r1(x),

r2(x) ∈ K[x] with a(x) = b(x)q1(x)+r1(x) and a(x) = b(x)q2(x)+r2(x), then q1(x) =

q2(x) and r1(x) = r2(x). Don’t forget that K[x] is an integral domain, b(x) 6= 0(x),

and deg(ri(x)) < deg(b(x)) or ri(x) = 0(x).

In exercises 51−63, given a(x), b(x) ∈ A[x] find q(x), r(x) ∈ A[x] with a(x) = b(x)q(x)+r(x)

and deg(r(x)) < deg(b(x)) or r(x) = 0(x); or prove no such polynomials can exist in A[x].

51. b(x) = 0 + 3x+ 2x2 + x3 and a(x) = 4 + 2x+ 4x2 + 6x3 + 7x4 + x5 + 9x6 in Q[x].

52. b(x) = 1
2 + 2x and a(x) = 6 + 0x+ x2 + 2x3 + 5x4 + 4x5 in Q[x].

53. b(x) = 1 + 2
3x and a(x) = 7 + 2x− 3x2 + 0x3 − 4x4 in Q[x].

54. b(x) = 1 + 2x+ 2x2 and a(x) = 0 + x+ x2 + 2x3 + 0x4 + 2x5 + x6 in Z3[x].

55. b(x) = 1 + 3x+ 4x2 + 2x3 and a(x) = 2 + x+ x2 + 4x3 + 0x4 + 2x5 + 3x6 in Z5[x].

56. b(x) = 0 + x+ x2 and a(x) = 1 + 0x+ x2 + 0x3 + x4 + x5 + 0x6 + x7 in Z2[x].

57. b(x) = 4 + 5x and a(x) = 2 + 3x+ 4x2 + x3 + 2x4 in Z7[x].

58. b(x) = 2 + 3x and a(x) = 0 + x+ 2x2 + 5x3 + 7x4 in Z10[x].

59. b(x) = 0 + 3x+ 2x2 and a(x) = 5 + 3x+ 2x2 + x3 + 6x4 both in Z8[x].

60. b(x) = 7 + 3x+ 2x2 and a(x) = 3 + 4x+ 8x2 + 7x3 + 6x4 in Z9[x].

61. b(x) = 3 + 4x and a(x) = 0 + 7x+ 2x2 + 4x3 + 6x4 + 6x5 in Z12[x].

62. b(x) = 3 + 2x+ 2x2 and a(x) = 0 + 4x+ x2 + 3x3 + 2x4 + 5x5 in Z6[x].

63. b(x) = 2 + x+ 2x2 and a(x) = 0 + x+ x2 + x3 + 3x4 + 2x5 + 2x6 in Z4[x].

64. Let K be a field. Prove: The only units in K[x] are the nonzero constant polynomials.

65. Complete the proof of Theorem 7.27 by showing f(ab) = f(a)f(b).

66. Complete the proof of Theorem 7.28 by showing that f(a(x)+b(x)) = f(a(x))+f(b(x))

for a(x), b(x) ∈ A[x].

67. Prove Theorem 7.30.

68. Let A, K be rings and f : A → K an isomorphism. Prove: For any a(x) ∈ A[x] we

have deg(a(x)) = deg(f(a(x)) where f is defined in Theorem 7.28.

69. Let A be a ring. Prove that the function f : A[x] → A defined by f(a(x)) = a0 is a

homomorphism. What is the kernel of f?
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70. Let A be a ring. Prove or disprove: The function f : A[x]→ A defined by f(a(x)) = a1
is a homomorphism.

71. Let A be a ring. Prove or disprove: The function f : A[x]→ A defined by f(a(x)) = an
where n = deg(a(x)) (and f(0(x)) = 0A) is a homomorphism.

Section 7.3 Polynomial Functions and Roots

In exercises 72− 77, polynomials a(x) 6= b(x) in A[x] are given. Prove or disprove that the

functions f, g : A→ A with f(z) = a(z) and g(z) = b(z) are equal as functions.

72. a(x) = 2 + 3x and b(x) = 4 + x+ 2x2 in Z5[x].

73. a(x) = 2 + 3x+ x2 and b(x) = 2 + x+ 3x2 in Z6[x].

74. a(x) = 1 + 6x+ 3x2 + 3x3 and b(x) = 1 + 6x+ 6x2 + 3x3 + 6x4 in Z9[x].

75. a(x) = 2 + 4x and b(x) = 2 + 0x+ 4x2 in Z8[x].

76. a(x) = 6 + 4x+ x2 and b(x) = 6 + 0x+ 3x2 + 5x3 in Z7[x].

77. a(x) = 5 + x+ 2x2 and b(x) = 5 + 3x+ x2 + x3 in Z6[x].

In exercises 78− 85, given a(x) ∈ A[x], calculate a(c) for every c ∈ A to find all of the roots

of a(x) in A.

78. a(x) = 0 + 2x+ 3x2 + x3 in Z6[x].

79. a(x) = 1 + 4x+ 6x2 in Z7[x].

80. a(x) = 4 + 3x+ 5x2 in Z8[x].

81. a(x) = 1 + x+ 2x2 + 3x3 + 2x4 + x5 in Z4[x].

82. a(x) = 3 + 2x+ 4x2 + 4x3 in Z6[x].

83. a(x) = 5 + 6x+ x2 in Z9[x].

84. a(x) = 8 + x+ 7x2 + x3 in Z10[x].

85. a(x) = 2 + x+ 2x2 + x3 + 0x4 + 2x5 in Z3[x].

86. Suppose A and K are rings and f : A→ K is a nonzero ring homomorphism. Prove:

If c ∈ A is a root for a(x) ∈ A[x], then f(c) is a root for f(a(x)) in K[x].

87. Complete the proof of Theorem 7.35 by showing that hc(a(x) + b(x)) = a(c) + b(c) =

hc(a(x)) + hc(b(x)) for a(x), b(x) ∈ A[x].

88. Prove or disprove: If A is a ring, a(x) ∈ A[x], with a(x) 6= 0(x), and a0 = 0A, then 0A
is a root of a(x).

89. Prove or disprove: If A is a ring, a(x) ∈ A[x], with a(x) 6= 0(x), and a1 = 1A, then 1A
is a root of a(x).

90. Let A be a commutative ring with unity and c ∈ A. Define S = {a(x) ∈ A[x] : a(c) =

0A}. Prove that S is an ideal of A[x].

91. Define S = {a(x) ∈ Z[x] : a(0) = 0 and a(2) = 0}. Prove that S is an ideal of Z[x].
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Projects for Chapter 7

Project 7.1

Consider the following polynomials in Z6[x]. (Use +6 and ·6 for elements of Z6.)

a(x) = 5 + x+ 3x2 + 4x3 b(x) = 0 + 2x+ 4x2 + 4x3 + 3x4

c(x) = 4 + 2x+ 5x2 + 3x3

1. Find the polynomials a(x) + b(x), a(x) + c(x), and b(x) + c(x) in Z6[x].
2. Find the polynomials a(x)− b(x), c(x)− a(x), and b(x)− c(x) in Z6[x].
3. Find the polynomials 3 • a(x), 8 • b(x), and −4 • c(x) in Z6[x].
4. Find the polynomials a(x)b(x) and b(x)c(x) in Z6[x].

Now use the same a(x), b(x), c(x) but as elements of Z7[x]. (Use +7 and ·7.)

5. Find the polynomials a(x) + b(x), a(x) + c(x), and b(x) + c(x) in Z7[x].
6. Find the polynomials a(x)− b(x), c(x)− a(x), and b(x)− c(x) in Z7[x].
7. Find the polynomials 3 • a(x), 8 • b(x), and −4 • c(x) in Z7[x].
8. Find the polynomials a(x)b(x), and b(x)c(x) in Z7[x].

Project 7.2

Suppose we have a nontrivial finite commutative ring with unity, A. Let |A| = n for some
n > 1.

1. Prove: There are exactly n− 1 distinct polynomials of A[x] whose degree is 0.
2. In the ring Z3[x] list all of the polynomials with degree 1. How is the number of them

related to |Z3|?
3. Including the zero polynomial, how many polynomials in Z3[x] have degree less than

2? How is the number of them related to |Z3|?
4. Now list the polynomials of Z3[x] with degree 2. How many polynomials of degree less

than 3 are in Z3[x]? How is it related to |Z3|?
5. Try to generalize the pattern you found to know how many polynomials in Z3[x] have

degree less than n for an arbitrary n > 0. Use the PMI to prove that your formula is
correct for all n > 0 in Z3[x].
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Project 7.3

According to the Division Algorithm for Polynomials, if a(x), b(x) ∈ K[x] where K is a field,
there exist q(x), r(x) ∈ K[x] so that b(x) = a(x)q(x)+r(x) and either deg(r(x)) < deg(a(x))
or r(x) = 0(x).

We find q(x), r(x) by a process like long division. For example, in Q[x] using b(x) =
2 + 4x+ 0x2 + 2x3 and a(x) = 2 + 5x+ 4x3 + x5 we do the following steps.

(i) Beginning with the highest powers first, we need to determine what to multiply 2x3

by to get x5 so that when we subtract the highest power cancels. In this case, we need to
multiply by 1

2x
2, so we multiply all of a(x) by 1

2x
2 and subtract the result from b(x).

1 + 0x+ 1
2x

2

2 + 4x+ 0x2 + 2x3
)

2 + 5x+ 0x2 + 4x3 + 0x4 + x5

−(x2 + 2x3 + 0x4 + x5)

2 + 5x− 1x2 + 2x3

(ii) Now we look at the remainder and repeat the process, needing to multiply 2x3 by 1:

1 + 0x+ 1
2x

2

2 + 4x+ 0x2 + 2x3
)

2 + 5x+ 0x2 + 4x3 + 0x4 + x5

−(x2 + 2x3 + 0x4 + x5)

2 + 5x− 1x2 + 2x3

−(2 + 4x+ 0x2 + 2x3)

0 + 1x− 1x2 .

Thus we have q(x) = 1 + 0x + 1
2x

2 and r(x) = 0 + x − x2 with b(x)q(x) + r(x) =
2 + 5x+ 0x2 + 4x3 + 0x4 + x5 = a(x) and deg(r(x)) < deg(b(x)).

Consider the ring Z7[x] and the following polynomials. Recall that Z7 is a field.

b(x) = 2 + x+ 3x2 a(x) = 1 + x+ 0x2 + 5x3 + 2x4 + 0x5 + 6x6

c(x) = 0 + 5x+ 2x2 + 0x3 + 4x4

1. Find q(x), r(x) ∈ Z7[x] with a(x) = b(x)q(x) + r(x) and deg(r(x) < 2 or r(x) = 0(x).
2. Find q(x), r(x) ∈ Z7[x] with c(x) = b(x)q(x) + r(x) and deg(r(x) < 2 or r(x) = 0(x).
3. Find q(x), r(x) ∈ Z7[x] with a(x) = c(x)q(x) + r(x) and deg(r(x) < 4 or r(x) = 0(x).

Suppose we now decided to try this in Z8[x] instead, with +8 and ·8 for elements of Z8. Use
the same a(x), b(x), c(x) as in the previous parts of the problem.

4. Can you find polynomials q(x), r(x) ∈ Z8[x] with a(x) = b(x)q(x) + r(x) and
deg(r(x)) < 2 or r(x) = 0(x)? Find them or explain why it is impossible.

5. Can you find polynomials q(x), r(x) ∈ Z8[x] with a(x) = c(x)q(x) + r(x) and
deg(r(x)) < 4 or r(x) = 0(x)? Find them or explain why it is impossible.

6. What made one of the last two divisions possible but not the other?
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Project 7.4

Let A denote an integral domain and a(x) ∈ A[x]. Define the new polynomial a′(x) as
follows:

If deg(a(x) = n ≥ 1 then a′(x) = a1 + (2 • a2)x+ · · ·+ (n • an)xn−1 and if deg(a(x)) < 1
then a′(x) = 0(x). (This should look familiar!)

1. In the ring Z7[x] with a(x) = 2 + x + 3x2, b(x) = 1 + x + 0x2 + 5x3 + 2x4 + 6x6,
c(x) = 0 + 5x + 2x2 + 4x4, find a′(x), b′(x) and c′(x). (Don’t forget to use +7 and ·7
for elements of Z7.)

2. In the ring Z6[x] with a(x) = 2 + 2x + 5x2, b(x) = 3 + 0x + 3x2 + 4x3 + 5x4,
c(x) = 5 + 0x + 4x2 + 0x3 + 0x4 + 3x5, find a′(x), b′(x) and c′(x). (Don’t forget
to use +6 and ·6 for elements of Z6.)

3. For an integral domain A, explain why if a(x) ∈ A[x] then a′(x) ∈ A[x].
4. Prove: If A is an integral domain, a(x) ∈ A[x], deg(a(x)) > 1, and char(A) = 0 then

deg(a′(x)) > 0.
5. Why did we include char(A) = 0 in the previous problem? Find a polynomial a(x) ∈

Z5[x] with deg(a(x)) > 1 for which a′(x) is a nonzero constant polynomial. (Don’t
forget to use +5 and ·5 for elements of Z5.)

6. Is the function f : Z5[x]→ Z5[x] defined by f(a(x)) = a′(x) a homomorphism? Either
prove it is true or find polynomials that show it fails to be a homomorphism. (Don’t
forget to use +5 and ·5 for elements of Z5.)

7. If we had char(A) = 0 instead, would the function, as defined in the previous problem,
be a homomorphism? Determine if f : Z[x] → Z[x] defined by f(a(x)) = a′(x) is a
homomorphism. (The ring Z has usual addition and multiplication.)
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Project 7.5

Let A denote an integral domain, and define S = {a(x) ∈ A[x] : a0 = 0A}. Thus S consists
of all polynomials in A[x] whose constant term is 0A.

1. Prove that S is an ideal of A[x].
2. Suppose for the moment that A = Z under usual addition and multiplication, and S

as previously defined. Determine which of the following polynomials are in the same
coset of S. Be sure to explain how you decided.

5 + 2x+ 3x2

3 + 0x+ 0x2 + 0x3 + x4 + 7x5

2 + 0x+ 0x2 + 0x3 + x4 + 9x5

2 + 0x+ 0x2 + 0x3 + 0x4 + 0x5 + 0x6 + 0x7 + 0x8 + 0x9 + 4x10

1 + 0x+ 7x2 + 0x3 + 0x4 + 0x5 + 9x6

5 + 0x+ 2x2 + 0x3 + 0x4 + 8x5

1 + 2x+ 3x2

2 + 0x+ 7x2 + 0x3 + 0x4 + 0x5 + 9x6

3. From the work in the previous problem how do we know, by just looking at two poly-
nomials, whether or not they are in the same coset of S? Describe what a polynomial
of smallest degree would be in any coset.

4. This time using A = Z3 under +3 and ·3, with the previous S, create the Cayley tables
for the ring A[x]/S . Can you guess what the ring A[x]/S will look like in general?

5. Let A be an arbitrary integral domain and S the ideal defined at the beginning of the
project. Define: f : A[x]→ A by f(a(x)) = a0. Prove that f is an onto homomorphism,
and ker(f) = S. Explain what we can conclude about A[x]/S .

6. What do the conclusions from the previous parts tells us about the ideal S, since A
is an integral domain?

7. If we begin with a field A and used the same ideal S, what could we conclude about
S?
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Project 7.6

Finding zero divisors in a polynomial ring.

1. Suppose a(x) ∈ A[x] and a(x) 6= 0(x), for a nontrivial commutative ring with unity,
A. Prove: If a(x) is a zero divisor in A[x] and deg(a(x)) = n, then an is a zero divisor
in A.

2. Suppose again that a(x) ∈ A[x] and a(x) 6= 0(x), for some nontrivial commutative
ring with unity, A. If a(x) is a zero divisor in A[x], will it also guarantee that a0 is a
zero divisor in A? Consider Z6[x] to help you decide, then either prove it is true or
find a zero divisor a(x) ∈ Z6[x] which has a0 = 0. (Don’t forget to use +6 and ·6 for
elements of Z6.)

3. Suppose a(x) ∈ A[x] and a0 6= 0A, for some nontrivial commutative ring with unity,
A. Prove: If a(x) is a zero divisor in A[x], then a0 is a zero divisor in A.

We now look at whether the converses of some of the previous statements are true,
specifically if having an or a0 as zero divisors guarantees that a(x) is also a zero
divisor. For the rest of this project we will concentrate on polynomials in the ring
Z10[x]. (Don’t forget to use +10 and ·10 for elements of Z10.)

4. Consider the polynomial, c(x) = 2 + 5x, where 2 and 5 are both zero divisors in Z10.
Is there a nonzero constant polynomial b(x) = b0 for which c(x)b(x) = 0(x)? Either
find one or show that none make c(x)b(x) = 0(x).

5. Again, using c(x) = 2+ 5x, is there a polynomial b(x) = 0+ b1x with b1 6= 0 for which
c(x)b(x) = 0(x)? Either find one or show that none make c(x)b(x) = 0(x).

6. Again, with c(x) = 2 + 5x, consider a polynomial of the form b(x) = b0 + b1x with
both b0 6= 0, b1 6= 0. Show a formula for the product c(x)b(x) and determine what
conditions on b0, b1 are needed to make c(x)b(x) = 0(x). Is it possible?

7. Repeat the previous step to see why there is no b(x) = b0 + b1x + b2x
2 with b2 6= 0

for which c(x)b(x) = 0(x) as well. You must consider the options when b0 or b1 are 0
as well.

8. Finally, assume there is b(x) ∈ Z10[x] with deg(b(x)) > 2 and (2 + 5x)b(x) = 0(x). Let
m be the smallest nonnegative integer with bm 6= 0. Explain why if m 6= deg(b(x))
then the coefficients bm and bm+1 will guarantee that no such b(x) exists. What if
m = deg(b(x))? Is 2 + 5x a zero divisor?





Chapter 8
Factorization of Polynomials

We now turn our attention to factoring polynomials. As we saw in Theorems 7.24 and

7.26, there will be many interesting parallels between the rings Z and K[x], where K is a

field, including the idea of prime or irreducible. All of our rings in this chapter are assumed

to be integral domains and have the usual operations, unless otherwise noted.

8.1 Factors and Irreducible Polynomials

For polynomials a(x), b(x) ∈ A[x], where A is a ring, we defined the product d(x) = a(x)b(x)

in Definition 7.8. There is another word related to such a product, a factor.

Definition 8.1 Let A be a ring and a(x), d(x) ∈ A[x].

a(x) is a factor of d(x) if there is b(x) ∈ A(x] with d(x) = a(x)b(x).

Example 8.2 In Z5[x], we know that a(x) = 2 + x and b(x) = 1 + 3x are factors of

d(x) = 2+2x+3x2 since d(x) = (2+x)(1+3x). But we can also write d(x) = 1(2+2x+3x2)

or d(x) = (4 + 2x)(3 + 4x), for example, so there are other factors.

Example 8.3 In Q[x] consider d(x) = 3 + 2x + x2. Can we find a factor of d(x)? We need
to find a(x), b(x) ∈ Q[x] so that d(x) = a(x)b(x). Since deg(a(x)) ≤ 2 and deg(b(x)) ≤ 2,
we can express the polynomials and product as follows, where ai, bi ∈ Q.

a(x) = a0 + a1x+ a2x
2 b(x) = b0 + b1x+ b2x

2

d(x) = a0b0 + (a0b1 + a1b0)x+ (a0b2 + a1b1 + a2b0)x2 + (a1b2 + a2b1)x3 + a2b2x
4
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Finding solutions to the following equations (which must hold if d(x) = a(x)b(x)), will
help us find factors of d(x).

3 = a0b0
2 = a0b1 + a1b0
1 = a0b2 + a1b1 + a2b0
0 = a1b2 + a2b1
0 = a2b2

Notice that b0 = 2
3 , b1 = 0 = b2, a0 = 9

2 , a1 = 3, and a2 = 3
2 satisfy these equations!

Thus b(x) = 2
3 and a(x) = 9

2 + 3x + 3
2x

2 have d(x) = a(x)b(x), and we have found factors
d(x) and a(x) of b(x).

However, if we choose any nonzero rational number for b0, we can use the constant

polynomial b(x) = b0 with a(x) = 3
b0

+ 2
b0
x + 1

b0
x2 to find d(x) = a(x)b(x). Thus we can

find infinitely many (but not necessarily all) factors of d(x) this way. As an exercise at the

end of the chapter, you will be asked to prove that for any field K and a(x) ∈ K[x], every

constant polynomial is a factor of a(x). (Remember that 0(x) is not considered a constant

polynomial since it does not have degree 0.)

If there is a constant polynomial c(x) = c for which a(x) = c(x)b(x), then a(x) and b(x)

will share many properties, so we need a word to describe this situation.

Definition 8.4 Let A be a ring.

a(x), b(x) ∈ A[x] are called associates if there is a nonzero element
c ∈ A and constant polynomial c(x) = c with a(x) = c(x)b(x).

We will frequently write a(x) = cb(x) instead of first defining the con-

stant polynomial c(x) = c.

In Example 8.3 we found a(x) = cb(x) where c = 2
3 , thus a(x) and b(x) are associates.

Notice also that deg(a(x)) = deg(b(x)), which is not a coincidence. In an exercise at the end

of the chapter you will show that associate polynomials in K[x] must have the same degree

when K is a field. However, having the same degree will not guarantee that polynomials

are associates. In Q[x], a(x) = 2 + x+ 3x2 and b(x) = 2− x− x2 have the same degree, but

they are not associates.

Another property shared by associate polynomials is seen in the next theorem, whose

proof is an exercise at the end of the chapter. Recall that c ∈ A is a root of a(x) ∈ A[x] if

a(c) = 0A.
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Theorem 8.5

Let A be a ring. If a(x), b(x) ∈ A[x] are associates, then c ∈ A is a root of a(x) if and only
if c is a root of b(x).

Example 8.6 Consider the polynomial a(x) = 1+3x ∈ Q[x]. Suppose there are polynomials
b(x), c(x) ∈ Q[x] with a(x) = b(x)c(x). Since deg(a(x)) = deg(b(x)) + deg(c(x)), we must
have deg(b(x)) = 0 or deg(b(x)) = 1.

If deg(b(x)) = 0 then b(x) is a constant polynomial, but if deg(b(x)) = 1 then

deg(c(x)) = 0 and c(x) is a constant polynomial. Thus a(x), b(x) are associates or b(x)

is a constant polynomial. This shows us that the only factors of a(x) are constant polyno-

mials or associates of a(x).

Note that in Z the only units are 1 and −1, while in K[x] the constant polynomials are

the units (an exercise in Chapter 7). Thus factoring with a constant polynomial is equivalent

to writing 1 ·n = n or (−1) ·(−n) = n. We consider factors that are constant polynomials or

associates of d(x) as trivial factors and are interested in whether a polynomial has nontrivial

factors, leading to the next definition.

Definition 8.7 Let A be a ring with a(x) ∈ A[x] and deg(a(x)) > 0.

a(x) is irreducible over A if every factor of a(x) ∈ A[x] is either a
constant polynomial or an associate of a(x).

If instead a nonconstant factor of a(x) exists, which is not an associate

of a(x), we say that a(x) is reducible over A.

Most of the time we will be using polynomials in K[x] where K is a field. In this case, the

definition of an irreducible polynomial in K[x] parallels the definition of a “prime” in Z. In

Z we do not consider 1 to be prime, and similarly we do not consider a constant polynomial

in K[x] (a unit) to be irreducible.

Determining whether a polynomial a(x) ∈ K[x] is reducible or irreducible will be critical

to all we do in the rest of this book, and it can be very difficult. To show that a(x) is

irreducible we must be able to guarantee that no factor can exist in K[x], other than

a constant polynomial or associate of a(x). The next theorem allows us to consider an

associate of a(x) in order to find factors of a(x); the proof is an exercise at the end of the

chapter.
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Theorem 8.8

Let K be a field and suppose a(x), b(x) ∈ K[x] are associates. The polynomial a(x) is
irreducible over K if and only if b(x) is irreducible over K.

The proof of the next theorem is virtually identical to the steps in Example 8.6, so it is

also an exercise at the end of the chapter.

Theorem 8.9

Let K be a field. Every polynomial in K[x] of degree 1 is irreducible over K.

Example 8.10 Consider the field Z5. This is a finite field, with only 0, 1, 2, 3, 4 as elements,
but there are infinitely many polynomials in Z5[x]. Thus listing the irreducible polynomials
is impossible. However, we can list the polynomials of degree 1, which are all irreducible
over Z5 by Theorem 8.9. Thus we already know 20 irreducible polynomials in Z5[x].

0 + x 1 + x 2 + x 3 + x 4 + x
0 + 2x 1 + 2x 2 + 2x 3 + 2x 4 + 2x
0 + 3x 1 + 3x 2 + 3x 3 + 3x 4 + 3x
0 + 4x 1 + 4x 2 + 4x 3 + 4x 4 + 4x

In Example 6.24 we discovered that for every prime p ∈ Z, 〈p〉 is a maximal ideal.

Another parallel with K[x] is seen in the next theorem, telling us irreducible polynomials

also generate maximal ideals. This theorem will actually allow us to create field extensions

in Chapter 9.

Theorem 8.11

Suppose K is a field, and p(x) ∈ K[x]. If p(x) is irreducible over K, then 〈p(x)〉 is a maximal
ideal of K[x].

Proof Assume K is a field, p(x) ∈ K[x], and p(x) is irreducible over K. Let S = 〈p(x)〉,
and we will show S is a maximal ideal. Assume instead there is an ideal T in K[x] with
S ⊂ T ⊂ K[x]. Notice that as deg(p(x)) > 0 and p(x) ∈ S, then S 6= {0(x)} and T 6= {0(x)}.

By Theorem 7.26 T must be a principal ideal. Thus there exists b(x) ∈ T with T = 〈b(x)〉
and b(x) 6= 0(x). Now p(x) ∈ T and so p(x) = b(x)q(x) for some q(x) ∈ K[x]. But p(x) is
irreducible over K and b(x) is a factor of p(x), so either b(x) is an associate of p(x) or b(x)
is a constant polynomial.
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Suppose first that b(x) is a constant polynomial, b(x) = b0 with b0 6= 0K . Since K is a
field, the polynomial s(x) = b−10 is in K[x] and b(x)s(x) ∈ T . But b(x)s(x) = 1(x) so by
Theorem 5.12, we have T = K[x] contradicting the choice of T .

Thus b(x) must be an associate of p(x) instead, and there is a nonzero c ∈ K with
p(x) = cb(x). K is a field, so we know c−1 ∈ K, which tells us c−1p(x) = b(x) and thus
b(x) ∈ S. Since S is an ideal we now know that every element of T , of the form b(x)w(x), is
also in S and T = S, which again contradicts the choice of T . Every possibility has lead us
to a contradiction, so no such T can exist, and S = 〈p(x)〉 is a maximal ideal of K[x]. �

We now have many examples of maximal ideals in polynomial rings. In Z7[x] we know

that 〈3 + 4x〉 is a maximal ideal, and in Q[x] the ideal
〈
1
2 + 5

3x
〉

is maximal as well.

A direct consequence of the previous theorem and Theorem 6.23 gives another parallel

between primes in Z and irreducible polynomials in K[x]; see Theorem 0.22. The proof of

this theorem is an exercise at the end of the chapter.

Theorem 8.12

Let K be a field, and assume that p(x) ∈ K[x] is irreducible over K. If a(x), b(x) ∈ K[x]
and p(x) is a factor of the product a(x)b(x), then p(x) is a factor of at least one of a(x) or
b(x).

Example 8.13 Consider the polynomial a(x) = 3 + 2x+ 3x2 + x3 + x4 in Z5[x]. You should

verify that a(x) = b(x)c(x) where b(x) = 1 + x + 2x2 and c(x) = 3 + 4x + 3x2. But notice

that a(x) = (4 + x)(2 + 0x + 2x2 + x3) as well, which means that p(x) = 4 + x is a factor

of a(x). By Theorem 8.9 we know p(x) is irreducible over Z5, and so by Theorem 8.12 p(x)

must be a factor of either b(x) or c(x). Notice that c(x) = (4 + x)(2 + 3x) in Z5[x] so p(x)

is a factor of c(x).

We end this section with a theorem about irreducible polynomials, which involves the

homomorphism f defined in Theorem 7.28 and uses Theorem 7.30 in the proof. One direction

of the proof is an exercise at the end of the chapter.

Theorem 8.14

Let K and E be fields, and suppose that f : K → E is an isomorphism. The polynomial
p(x) ∈ K[x] is irreducible over K if and only if f(p(x)) is irreducible over E.

Proof Let K and E be fields, f : K → E be an isomorphism, and p(x) ∈ K[x].
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(→) Assume p(x) is irreducible over K, and for a contradiction suppose f(p(x)) is
reducible over E. Thus there exist polynomials q(x), r(x) ∈ E[x] with f(p(x)) = q(x)r(x),
deg(q(x)) > 0, and deg(r(x)) > 0.

By Theorem 7.30 f is an isomorphism, and thus onto, so we must have s(x), t(x) ∈ K[x]
with f(s(x)) = q(x), and f(t(x)) = r(x). Also deg(s(x)) = deg(q(x)), and deg(r(x)) =
deg(t(x)) (an exercise in Chapter 7). Since f is a homomorphism, we have the following:

f(s(x)t(x)) = f(s(x))f(t(x)) = q(x)r(x) = f(p(x)).

But f is one to one so p(x) = s(x)t(x). Since deg(s(x)) > 0 and deg(t(x)) > 0, this
contradicts that p(x) is irreducible over K. Thus f(p(x)) is irreducible over E.

(←) An exercise at the end of the chapter. �

8.2 Roots and Factors
The relationship between roots and factors of a polynomial over a field is critical in when

factoring polynomials.

Theorem 8.15

Let K be a field and a(x) ∈ K[x] with a(x) 6= 0(x). The element c ∈ K is a root of a(x) if
and only if b(x) = −c+ x is a factor of a(x).

Proof Assume that K is a field and a(x) ∈ K[x] with a(x) 6= 0(x).

(→) Suppose c ∈ K is a root of a(x) and define b(x) = −c+ x, which is also in K[x]. As
b(x) 6= 0(x), by Theorem 7.24 there exist q(x), r(x) ∈ K[x] with a(x) = b(x)q(x) + r(x) and
deg(r(x)) < deg(b(x)) or r(x) = 0(x). If r(x) = 0(x) we then have a(x) = b(x)q(x), so b(x)
is a factor of a(x) as needed. Thus assume instead that r(x) 6= 0(x).

The substitution function hc defined in Theorem 7.35 is a ring homomorphism, so
hc(a(x)) = hc(b(x))h(q(x)) + hc(r(x)). Thus a(c) = q(c)b(c) + r(c). Since c is a root of
a(x), then a(c) = 0K . Also b(c) = −c+ c = 0K , so 0K = q(c)0K + r(c), or 0K = r(c).

Since deg(b(x)) = 1 and r(x) 6= 0(x), then r(x) = r0 for some nonzero r0 ∈ K. By
Definition 7.3 r(c) = r0, but then r(c) 6= 0K , giving us a contradiction. Thus r(x) = 0(x),
a(x) = q(x)b(x), and b(x) is a factor of a(x).

(←) An exercise at the end of the chapter. �

Example 8.16 Consider a(x) = 3−4x−2x2+5x3 in Q[x]. Notice that a(−1) = 3+4−2−5 = 0,

so −1 is a root of a(x). The previous theorem tells us that 1 + x is a factor of a(x). We can

verify this by finding a(x) = (1 + x)(3− 7x+ 5x2).
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An extension of Theorem 8.15 will be very useful in later chapters. The proof (by induc-

tion) uses Theorem 8.15 more than once and is an exercise at the end of the chapter.

Theorem 8.17

Suppose K is a field and a(x) ∈ K[x] with a(x) 6= 0(x). If the distinct elements
c1, c2, . . . , cn ∈ K are all roots of a(x), then b(x) = (−c1 + x)(−c2 + x) · · · (−cn + x) is
a factor of a(x).

Example 8.18 In the ring Z5[x] define the following set:

S = {a(x) ∈ Z5[x] : a(1) = 0 and a(2) = 0}.

S is an ideal (an exercise in Chapter 7), so by Theorem 7.26 S is a principal ideal. How
do we find p(x) ∈ Z5[x] with S = 〈p(x)〉?

The definition of S tells us that both 1 and 2 are roots of every polynomial in S, thus
(4 + x)(3 + x) must be a factor of a(x) when a(x) ∈ S by the previous theorem. Consider
the polynomial p(x) = (4 + x)(3 + x), and we will show that S = 〈p(x)〉.

Clearly, p(x) ∈ S so 〈p(x)〉 ⊆ S. Now suppose we have a(x) ∈ S. By Theorem 7.24 there
exist q(x), r(x) ∈ Z5[x] with a(x) = p(x)q(x) + r(x) where deg(r(x)) < 2 or r(x) = 0(x).
If r(x) = 0(x) then a(x) ∈ 〈p(x)〉 as needed, so assume r(x) 6= 0(x). Thus r(x) = r0 + r1x
with at least one of r0 and r1 nonzero.

Using substitution we must have a(1) = p(1)q(1) + r(1) or 0 = 0q(1) + r(1), giving us

r(1) = 0. Thus we know r0 + r1 = 0, or r0 = 4r1. Similarly, r(2) = 0 so r0 + 2r1 = 0. Now

4r1 + 2r1 = 0 or r1 = 0, so r(x) = r0. But r(1) = 0 so we must have r0 = 0 as well, a

contradiction. Thus r(x) = 0(x) and a(x) ∈ 〈p(x)〉. Thus S ⊆ 〈p(x)〉 and so S = 〈p(x)〉.

An immediate consequence of Theorem 8.17 is next, whose proof is an exercise at the

end of the chapter.

Theorem 8.19

Let K be a field. If c1, c2, . . . , cn ∈ K are distinct roots of the nonzero polynomial a(x) ∈
K[x], then deg(a(x)) ≥ n.

It is critical to have K as a field (or at least an integral domain) for the previous theorem.

This can be seen in Example 7.38, where a polynomial in Z6[x] of degree 2 has four distinct

roots.
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The parallel between primes in Z and irreducible polynomials in K[x] with K a field,

gives us the next result, analogous to Theorem 0.21. Whenever we factor a polynomial over

a field, our goal will be to factor it into all irreducible factors in this way.

Theorem 8.20

Suppose K is a field and a(x) ∈ K[x]. If deg(a(x)) > 0 then there exist a positive integer
m and polynomials b1(x), b2(x), . . . , bm(x) ∈ K[x], which are irreducible over K, so that
a(x) = b1(x)b2(x) · · · bm(x).

Proof Suppose K is a field and a(x) ∈ K[x] with deg(a(x)) > 0. If a(x) is irreducible then
we simply use b1(x) = a(x), and the statement is complete with m = 1. Thus we suppose
instead that a(x) is reducible, but cannot be written as a product of irreducible polynomials
in K[x].

Define B = {m ∈ Z+ : there exists c(x) ∈ K[x] with deg(c(x)) = m, but c(x) cannot be
written as a product of irreducible polynomials in K[x]}.

Our assumption about a(x) tells us deg(a(x)) ∈ B so B 6= ∅. Since Z is an integral
system (Theorem 6.34) we can find a least element in B, j > 0. Also by definition of B
there is d(x) ∈ K[x], so that deg(d(x)) = j and d(x) cannot be factored into irreducible
polynomials over K.

As d(x) is not a product of irreducible polynomials, d(x) must be reducible. Thus there
are u(x), v(x) ∈ K[x] with d(x) = u(x)v(x), deg(u(x)) > 0, and deg(v(x)) > 0. However,
deg(u(x)) < j and deg(v(x)) < j and j is the least element of B, so u(x) and v(x) can be
factored into the following irreducible polynomials over K, where all of the si(x) and qi(x)
are irreducible over K.

u(x) = s1(x)s2(x) · · · st(x) v(x) = q1(x)q2(x) · · · qh(x)

Thus we have d(x) = s1(x)s2(x) · · · st(x)q1(x)q2(x) · · · qh(x) factored into irreducible
polynomials over K, a contradiction. Thus a(x) can be factored into irreducible polynomials
over K, as we needed to show. �

Example 8.21 Consider the polynomial b(x) = 1 + 2x+ 4x2 +x3 in Z5[x]. How do we factor
this polynomial into irreducible factors? First, we look for roots:

b(0) = 1, b(1) = 3, b(2) = 4, b(3) = 0, b(4) = 2.

The only root found is c = 3, so we know that one factor is p(x) = 2 + x (since −3 = 2
in Z5). After long division we find b(x) = (2 + x)(3 + 2x+ x2). Since p(x) is irreducible we
need to focus on q(x) = 3 + 2x+ x2 to see if we can factor b(x) more.
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Again, we look for roots, but you can check that there are no roots of q(x) in Z5. Does
this guarantee that q(x) is irreducible? Suppose we have a factor c(x) of q(x) which is not
constant nor an associate of q(x), then deg(c(x)) = 1. Thus c(x) = c0 + c1x with c1 6= 0.

As Z5 is a field, c1 has an inverse, and c(x) = c1
(
c−11 c0 + x

)
. Thus c−11 c0 + x is a factor

of q(x) and so by Theorem 8.15 q(x) has −c−11 c0 as a root. Since there is no root for q(x) in

Z5, this is a contradiction, and q(x) is irreducible over Z5. Thus a(x) = (2 +x)(3 + 2x+x2)

is written as a product of irreducible polynomials in Z5[x].

Within the previous example we find a fact that will often be used when we try to factor

polynomials over a field. One direction of the proof is an exercise at the end of the chapter.

Theorem 8.22

Let K be a field and a(x) ∈ K[x] with deg(a(x)) = 2 or deg(a(x)) = 3. The polynomial
a(x) is reducible over K if and only if a(x) has a root in K.

Proof Suppose K is a field and a(x) ∈ K[x] with deg(a(x)) = 2 or deg(a(x)) = 3.

(→) Suppose that a(x) is reducible over K. Thus there are b(x), c(x) ∈ K[x] with a(x) =
b(x)c(x), deg(b(x)) > 0, and deg(c(x)) > 0. Since K is a field, we know from Theorem 7.20
that deg(a(x)) = deg(b(x)) + deg(c(x)), and because deg(a(x)) = 2 or deg(a(x)) = 3, one
of b(x) or c(x) must have degree 1.

Without loss of generality we will assume that deg(b(x)) = 1, so we can write b(x) =
b0 + b1x with b1 6= 0K . Since b(x) = b1(b−11 b0 + x), then u = −b−11 b0 is a root of b(x) in
K and b(u) = 0K . Thus a(u) = b(u)c(u) = 0K , and a(x) has a root in K as we needed to
show.

(←) An exercise at the end of the chapter. �

Example 8.23 Consider the polynomial a(x) ∈ Q[x] with a(x) = 3
2 + 9

2x+ 7
2x

2+x3. To factor
a(x) into irreducible factors, notice that a

(
− 1

2

)
= 0, and so we know that 1

2 + x must be a

factor. Also by Theorem 8.9, 1
2 + x is irreducible, and so far a(x) =

(
1
2 + x

)
(3 + 3x+ x2).

Let b(x) = 3 + 3x+ x2. Thus deg(b(x)) = 2 so b(x) is irreducible unless it has a root in
Q. Now b(x) is a quadratic polynomial, so by the quadratic formula the only possible roots
must be u and v as follows, which are not in Q since

√
−3 is not a rational number.

u =
−3 +

√
32 − 4(1)(3)

2(1)
=
−3 +

√
−3

2
v =
−3−

√
32 − 4(1)(3)

2(1)
=
−3−

√
−3

2

Hence b(x) has no roots in Q, and by Theorem 8.22 b(x) is irreducible. Thus a(x) =(
1
2 + x

)
(3 + 3x+ x2) shows a(x) factored into irreducible polynomials over Q.
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In the previous example we could have found a(x) = (1 + 2x)
(
3
2 + 3

2x+ 1
2x

2
)
, and so

the irreducible polynomials needed to factor a(x) are not actually unique, but are “unique

up to associates.”

Definition 8.24 Let K be a field, a(x) ∈ K[x] and a(x) 6= 0(x).

a(x) is monic if deg(a(x)) = n and an= 1K

If we always choose an associate that is monic, we have a way to uniquely factor (up to

the order of the factors, of course) any polynomial in K[x] into the product of a constant

polynomial and some number of irreducible monic polynomials. For this reason we will

generally work with monic polynomials.

Example 8.25 Consider the polynomial a(x) = 3 + 2x + 3x2 + x3 + x4 in Z5[x] that was
discussed in Example 8.1. We found that a(x) = b(x)c(x), where b(x) = 1 + x + 2x2 and
c(x) = 3 + 4x + 3x2 = (4 + x)(2 + 3x). But we want monic associates for each irreducible
factor, so we notice that 2 + 3x = 3(4 + x). Thus c(x) = 3(4 + x)(4 + x) is a product of a
constant and two irreducible polynomials by Theorem 8.9.

To complete the factorization of a(x), we now concentrate on b(x) = 1 + x + 2x2. You
should verify that b(x) has no roots in Z5, so by Theorem 8.22, b(x) is irreducible over Z5.
Now we need the monic associate for b(x). Now since 2 ·5 3 = 1, then b(x) = 2(3 + 3x+ x2)
and so a(x) is written as a product of a constant and monic irreducible polynomials over
Z5 as follows.

a(x) = [3(4 + x)(4 + x)][2(3 + 3x+ x2)] = 1(4 + x)(4 + x)(3 + 3x+ x2)

In Example 8.25 we saw that the polynomial c(x) = 3 + 4x+ x2 has degree 2, but only

1 root. Since c(x) = 3(4 + x)(4 + x) has 4 + x as a factor, more than once, we think of 1 as

a root “twice.” This leads us to define the notion of multiple or repeated roots.

Definition 8.26 Let K be a field, a(x) ∈ K with a(x) 6= 0(x), and let
c ∈ K be a root of a(x). Assume m ∈ Z+.

c is a root of a(x) with multiplicity m if b(x) = (−c+ x)m is a factor

of a(x) but d(x) = (−c+ x)m+1 is not a factor of a(x).

Again, consider Example 8.25 where b(x) = (4 + x)2 is a factor of a(x) = 3 + 2x+ 3x2 +

x3 + x4 ∈ Z5[x]. We will show that 1 is a root of multiplicity 2.
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Consider d(x) = (4 + x)3 = 4 + 3x + 2x2 + x3, and we try to divide a(x) by d(x) as in

Example 8.25.

4 + x

4 + 3x+ 2x2 + x3
)

3 + 2x+ 3x2 + x3 + x4

−(4x+ 3x2 + 2x3 + x4)

3 + 3x+ 0x2 + 4x3

−(1 + 2x+ 3x2 + 4x3)

2 + x + 2x2

The remainder is not 0(x), so d(x) does not divide a(x), and d(x) is not a factor of a(x).

Thus the root c = 1 has multiplicity 2 in a(x).

A straightforward modification of Theorem 8.19 is next, whose proof is an exercise at the

end of the chapter. It was left until now since it is the key to the proof of Theorem 8.28.

Don’t forget that a constant polynomial cannot have a root.

Theorem 8.27

Let K be a field and a(x) ∈ K[x] with a(x) 6= 0(x). If deg(a(x)) = n then there can be at
most n distinct roots of a(x) in K.

Recall that polynomials must have the same degree and coefficients to be equal, but

functions are considered equal if the answers are the same for every value plugged in.

Example 7.32 showed two different polynomials in Z7[x] which acted exactly the same

when considered as functions.

Theorem 8.28

Let K be an infinite field. If a(x), b(x) ∈ K[x], and a(x) 6= b(x), then there must exist some
c ∈ K for which a(c) 6= b(c).

Proof Let K be an infinite field, and suppose we have a(x), b(x) ∈ K[x] and a(x) 6= b(x).
Let d(x) = a(x)− b(x), then as a(x) 6= b(x) we know that d(x) 6= 0(x). Thus deg(d(x)) = n
for some nonnegative integer n.

If n = 0 then d(x) is a constant polynomial, so it has no roots in K. Hence d(0K) 6= 0K
and so a(0K) 6= b(0K) as needed. Assume now that deg(d(x)) > 0, so by Theorem 8.27 d(x)
can have at most n distinct roots in K. Since K is an infinite field there are more than n
elements in K, so at least one of them, c, is not a root of d(x). Thus d(c) 6= 0K and so again
a(c) 6= b(c) as needed. �

Thus functions and polynomials are more similar when K is infinite.
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8.3 Factorization over Q

As we have seen in the previous sections, it is straightforward to determine if a polynomial

over a finite field K has a root; simply substitute in each element of K to see if any result

in 0K . However, over an infinite field such as Q, we cannot substitute in every member of

the field, so we need other strategies.

In this section we will concentrate on the irreducibility of polynomials over Q[x]. Although

Z is not a field, Z[x] has an important role to play, as seen in the next theorem.

Theorem 8.29

If a(x) ∈ Q[x] with a(x) 6= 0(x), then there is a polynomial b(x) ∈ Z[x] with deg(a(x)) =
deg(b(x)), which has exactly the same rational roots as a(x).

Proof Suppose a(x) ∈ Q[x] and a(x) 6= 0(x). If deg(a(x)) = 0 then a(x) has no roots at all,
so b(x) = 1(x) has exactly the same roots and deg(a(x)) = deg(b(x)).

Let deg(a(x)) = n where n > 0. The coefficients of a(x) can be expressed as the fractions
below with ui, wi ∈ Z and wi 6= 0. If ai = 0 we use ui = 0, wi = 1.

a0 =
u0
w0
, a1 =

u1
w1
, · · · an =

un
wn

Now the integers w0, w1, . . . , wn are nonzero, so s = w0w1 · · ·wn is a nonzero integer,
since Z is an integral domain. Let b(x) = sa(x), and notice that for each i, bi = sai =
(w0w1 · · ·wi−1, wi+1, · · ·wn)(ui) as the wi in the denominator of ai is cancelled. Thus bi ∈ Z
for each i and b(x) ∈ Z[x]. Now b(x) ∈ Q[x] as well, so by Theorem 8.5 we know b(x) and
a(x) have the same roots (from Q) since b(x) = sa(x). �

Example 8.30 Consider the polynomial a(x) = − 1
8−

5
8x−

1
4x

2+x3 in Q[x]. Using the method
described in the previous theorem we multiply each coefficient by s = (8)(8)(4)(1) = 256 to
get b(x) = −32− 160x− 64x2 + 256x3. Clearly, we have b(x) ∈ Z[x].

The following list shows that a(x) and b(x) both have roots 1,− 1
2 ,−

1
4 . However, by

Theorem 8.27 since each has degree 3, they have no more than three distinct roots, and so
both a(x) and b(x) have exactly the same rational roots.

a(1) = − 1
8 −

5
8 −

1
4 + 1 = 0 b(1) = −32− 160− 64 + 256 = 0

a(− 1
2 ) = − 1

8 + 5
16 −

1
16 −

1
8 = 0 b(− 1

2 ) = −32 + 80− 16− 32 = 0
a(− 1

4 ) = − 1
8 + 5

32 −
1
64 −

1
64 = 0 b(− 1

4 ) = −32 + 40− 4− 4 = 0

We will use Theorem 8.29 to help find roots of a polynomial in Q[x] by first finding an

associate in Z[x]. Once we have an associate in Z[x], the next theorem gives us a way to

create a finite list of the only possible rational roots for the original polynomial over Q[x],

eliminating the problem of infinite possibilities over the field Q.
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Theorem 8.31

The Rational Roots Theorem Let a(x) ∈ Z[x] with a(x) 6= 0(x) and deg(a(x)) = n. If the
rational number s

t (s, t ∈ Z with no common prime factors and t 6= 0) is a root of a(x),
then s must evenly divide a0 and t must evenly divide an.

Proof Suppose a(x) ∈ Z[x] with a(x) 6= 0(x) and deg(a(x)) = n. Thus a(x) =
n∑
i=0

aix
i and

an 6= 0. Assume that the rational number s
t is a root of a(x) with s, t ∈ Z and no common

prime factor. Thus a( st ) = 0 and so 0 =
n∑
i=0

ai(
s
t )
i. Multiplying by the integer tn we have

0 =
n∑
i=0

ait
n−isi and so subtracting one term gives us the following equation.

−a0tn =
n∑
i=1

ait
n−isi = s

(
n∑
i=1

ait
n−isi−1

)
Notice that the right side of the equation is divisible by s, so the left must also be divisible

by s. By Theorem 0.21 we can write s = cpu1
j1
pu2
j2
· · · pum

jm
as a product of distinct primes, and

c = 1 or c = −1. Thus for each prime factor pji of s, pui
ji

must also divide −a0tn. However,
s and t have no common prime factor, so no power of pji can divide tn. Hence pui

ji
must

divide a0. We can repeat this for each prime factor of s, showing that s must evenly divide
a0.

Similarly, from 0 =
n∑
i=0

ait
n−isi, we could subtract a different term.

−ansn =
n−1∑
i=0

ait
n−isi = t

(
n−1∑
i=0

ait
n−i−1si

)
Notice that every prime factor of t evenly divides the right side and so must also divide

the left. Again, s and t have no common factors, so t must divide an. �

Notice in the previous theorem if a0 = 0, then any integer s will divide a0, and so

the theorem does not narrow down the list of possible roots much. However, this is not a

problem, since if a0 = 0 we already know that 0 is a root (an exercise in Chapter 7).

Example 8.32 Consider the polynomial a(x) = 1
3 + 2x+ 1

2x
2 + 3

4x
3 in Q[x]. Multiplying by

12 we get the associate b(x) = 4+24x+6x2 +9x3 with exactly the same roots as a(x). Now
applying the Rational Roots Theorem (8.31) we see that the only possible rational roots
are of the form s

t where s evenly divides 4 and t evenly divides 9. The only choices for s are
then 1,−1, 2,−2, 4,−4, while the only choices for t are 1,−1, 3,−3, 9,−9. This means the
only possible roots for b(x) are among the following list.

1 −1 1
3 − 1

3
1
9 − 1

9 2 −2 2
3

− 2
3

2
9 − 2

9 4 −4 4
3 − 4

3
4
9 − 4

9
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This means there are only eighteen values for possible roots, much easier to test than the
infinite list of possibilities from Q. We can narrow the list down further by realizing that
adding four positive rational numbers can never give us 0, so there are no positive roots.
This cuts our list in half to only nine possibilities. You should check to see that none of
these are roots of b(x).

Now that a(x) has no roots in Q and deg(a(x)) = 3, by Theorem 8.22 a(x) is irreducible

over Q.

An interesting fact is next, telling us that for a(x) ∈ Z[x], if we can factor a(x) in Q[x],

we could already have factored it in Z[x].

Theorem 8.33

If a(x) ∈ Z[x] and a(x) = b(x)c(x) with b(x), c(x) ∈ Q[x], deg(b(x)) > 0, and deg(c(x)) > 0,
then there exist polynomials u(x), w(x) ∈ Z[x] with a(x) = u(x)w(x), deg(u(x)) > 0, and
deg(w(x)) > 0.

Proof Assume a(x) ∈ Z[x] and a(x) = b(x)c(x) with b(x), c(x) ∈ Q[x], deg(b(x)) > 0, and
deg(c(x)) > 0. Using the process described in Theorem 8.29, we can find q(x), s(x) ∈ Z[x]
where q(x) = mb(x) and s(x) = nc(x) for some m,n ∈ Z. As mn ∈ Z, we have the next
equation.

q(x)s(x) = (mb(x))(nc(x)) = (mn)(b(x)c(x)) = (mn)(a(x))

Let k = mn. If k < 0 we could have used d(x) = −q(x) = (−m)b(x) or t(x) = −s(x) =
(−n)c(x) in the previous equation to have a positive k with d(x)t(x) = (−k)a(x). Thus we
will assume that k > 0 in the rest of the proof.

Now k can be written as a product of primes k = pi1j1p
i2
j2
· · · pimjm . If p1 evenly divides

every coefficient of q(x), then we can write q(x) = p1e(x) for some e(x) ∈ Z[x]. But
pi1j1p

i2
j2
· · · pimjma(x) = p1e(x)s(x) allows us to cancel p1 from both sides of the equation

and reduce the value of k. (Similarly, if p1 divided every coefficient of s(x).) Repeating
this for every prime dividing k, we will eventually be able to cancel all of k and have
u(x), w(x) ∈ Z[x] with a(x) = u(x)w(x) as needed. So suppose instead that p ∈ Z is a
prime dividing k, but not dividing some coefficient of q(x) and not dividing some coefficient
of s(x).

Let r be the least integer with 0 ≤ r ≤ deg(q(x)) with p not dividing qr, and g the least
integer with 0 ≤ g ≤ deg(s(x)) with p not dividing sg. For v(x) = q(x)s(x) we have vr+g as
follows. Also by subtracting we find an expression for the coefficient qrsg.

vr+g =
∑

i+j=r+g

qisj = (qrsg) +
i 6=r,j 6=g∑
i+j=r+g

qisj

vr+g −
i 6=r,j 6=g∑
i+j=r+g

qisj = qrsg
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When i < r then p divides qi and so p divides qisj . Also, if i > r, then j < g so p divides
sj and p divides qisj again. But by assumption p divides vr+g so p divides the left side of
the expression for qrsg. Hence p divides qrsg as well. This contradicts our assumptions on r
and g, so p must divide every coefficient of either q(x) or s(x), and we have a(x) = u(x)w(x)
for some u(x), w(x) ∈ Z[x]. �

Example 8.34 Consider the polynomial a(x) = −1−4x+15x2 +18x3 ∈ Z[x]. To find factors
we first look for roots in Q. By Theorem 8.31 the possible rational roots are s

t where s
evenly divides −1 and t evenly divides 18. Thus s = 1,−1, and t = 1, 2, 3, 6, 9, 18 (and the
negative of each). Thus we have the only possible roots shown next.

s

t
= 1,

1

2
,

1

3
,

1

6
,

1

9
,

1

18
(or the negative of each)

Notice a
(
1
3

)
= 0 so we have a root of a(x), and

(
− 1

3 + x
)

is also a factor of a(x).

3 + 21x+ 18x2

− 1
3 + x

)
− 1− 4x+ 15x2 + 18x3

−(−6x2 + 18x3)

−1− 4x+ 21x2

−(−7x+ 21x2)

−1 + 3x
−(−1 + 3x)

0

So we have a(x) = (3 + 21x + 18x2)
(
− 1

3 + x
)
. In order to make each factor in Z[x], we

would need to use 3a(x) = (3 + 21x + 18x2)(−1 + 3x). But notice that just as described

in the theorem, every coefficient of the first factor is divisible by 3. Thus we have a(x) =

(1 + 7x + 6x2)(−1 + 3x) with factors in Z[x]. Continue factoring a(x) into irreducible

polynomials.

Theorem 8.31 tells us that any polynomial in Z[x] that is reducible as a polynomial

in Q[x] must have been reducible in Z[x] already. Similarly, being able to determine if a

polynomial with integer coefficients is irreducible in Z[x] will also tell us it is irreducible as

a polynomial of Q[x], even though Z is not a field!

The next theorem helps determine irreducibility for many polynomials in Z[x].

Theorem 8.35

Eisenstein’s Criterion Suppose a(x) ∈ Z[x] and deg(a(x)) = n with n > 0. If there exists
a prime number p which divides coefficients a0, a1, . . . , an−1 but not an, and p2 does not
divide a0, then a(x) is irreducible over Q.
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Proof Suppose a(x) ∈ Z[x] and deg(a(x)) = n with n > 0, so an 6= 0. Assume there is a
prime p which divides coefficients a0, a1, . . . , an−1 but not an, and p2 does not divide a0.
(Note if ai = 0 then p divides ai since ai = 0 · p.) In order to show that a(x) is irreducible
over Q, suppose instead that a(x) = b(x)c(x) with nonconstant b(x), c(x) ∈ Q[x]. Then by
Theorem 8.33 there are nonconstant u(x), w(x) ∈ Z[x] with a(x) = u(x)w(x).

Let deg(u(x)) = m and deg(w(x)) = s, thus by Theorem 7.20 m + s = n. We know
a0 = u0w0 so since p divides a0 by our assumption, then p must divide one of u0 or w0.
However, p2 does not divide a0, so p divides exactly one of u0 or w0. Without loss of
generality we will assume that p divides u0 but not w0.

Also, p does not divide an = umws and thus p cannot divide either of um or ws. Since
p divides u0 but does not divide um, choose the smallest 0 < k ≤ m for which p does not
divide uk. Similar to Theorem 8.33 we write the following expression for ukw0.

ak =
∑

j+t=k

ujwt = ukw0 +
j 6=k∑
j+t=k

ujwt

ak −
j 6=k∑
j+t=k

ujwt = ukw0

As k < n, p divides ak. Also for each j < k, p divides uj and hence p divides ujwt when
j 6= k. So p must also divide ukw0 as it divides the left side of the expression for ukw0. Since
p does not divide uk and does not divide w0, we have a contradiction. Thus a(x) must be
irreducible over Q. �

Example 8.36 In Z[x] let a(x) = 2 + 6x + 10x2 + 8x3 + 4x4 + x5. The prime number 2
divides each of 2, 6, 10, 8, and 4, but 2 does not divide 1. Also 22 does not divide 2, so by
Eisenstein’s Criterion (Theorem 8.35) we know a(x) is irreducible over Q.

Similarly, the polynomial b(x) = 3
10 + 3

5x + 3
10x

2 + 6
5x

3 + 9
10x

4 + 1
2x

5 has associate

c(x) = 3+6x+3x2 +12x2 +9x4 +5x5 in which 3 divides 3, 6, 3, 12, and 9, but not 5, and 9

does not divide 3. Thus c(x) is irreducible over Q, and so a(x) is irreducible over Q as well.

Unfortunately, Eisenstein’s Criterion is not an “if and only if” statement. It is possible

to have an irreducible polynomial that does not satisfy the hypotheses (such as 4 + x2).

Recall from Theorem 4.41 that for n > 1, fn : Z → Zn defined by fn(a) = a(modn) for

each a ∈ Z is a homomorphism. By Theorem 7.28 we can extend fn to a homomorphism

fn from Z[x] to Zn[x].

Theorem 8.37

Suppose a(x) ∈ Z[x] is a monic polynomial and deg(a(x)) = k with k > 0. If there exists
n > 1 so that fn(a(x)) is irreducible in Zn[x], then a(x) is also irreducible in Z[x].
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Proof Suppose a(x) ∈ Z[x] is a monic polynomial and deg(a(x)) = k with k > 0. Assume
there exists n > 1 with fn(a(x)) irreducible in Zn[x]. Since we know ak = 1 and for
j > k, aj = 0, then fn(ak) = 1(modn) = 1 and fn(aj) = f(0) = 0 for j > k. Thus
deg(fn(a(x))) = k as well.

We want to show that a(x) is irreducible in Z[x], so assume instead that a(x) is reducible
in Z[x] and thus there are nonconstant polynomials b(x), c(x) ∈ Z[x] with a(x) = b(x)c(x).
Now 0 < deg(b(x)) < k and 0 < deg(c(x)) < k, so let s = deg(b(x)) and t = deg(c(x)). Also
since ak = 1 we must have bs and ct both equal to 1 or −1.

As bs = 1 or bs = −1, then fn(bs) 6= 0 and so deg(fn(b(x))) = s. Similarly, we know
deg(fn(c(x))) = t. As fn is a homomorphism, we know that the following must hold:

fn(a(x)) = fn(b(x))fn(c(x)).

Thus we have factored fn(a(x)) in Zn[x] into a product of nonconstant polynomials,
contradicting that fn(a(x)) is irreducible. Hence a(x) is irreducible in Z[x]. �

Example 8.38 Let a(x) = 7 + 5x+ 6x2 + x3 in Z[x]. Using f5 : Z → Z5 we see f5(a(x)) =
2 + 0x+ x2 + x3. In Z5[x] we now consider the polynomial b(x) = 2 + 0x+ x2 + x3 to see if
it is irreducible over Z5.

Since Z5 is a field, then by Theorem 8.22 since deg(b(x)) = 3, then either b(x) is irre-

ducible over Z5 or b(x) has a root in Z5. But b(0) = 2, b(1) = 4, b(2) = 4, b(3) = 3, and

b(4) = 2, so b(x) has no roots in Z5, and it is irreducible over Z5 and therefore a(x) is

irreducible over Z (and over Q).

Once again this is not an “if and only if” statement, so we must be careful to use the

correct implication. It is possible to have a(x) ∈ Z[x] irreducible but for some n, fn(a(x))

reducible in Zn[x].

Example 8.39 We saw that a(x) = 7 + 5x+ 6x2 + x3 is irreducible over Z in Example 8.38.

However, using n = 7 we find f7(a(x)) = 0 + 5x + 6x2 + x3 = x(5 + 6x + x2), which is

reducible. So having f7(a(x)) reducible over Z7 does not tell us a(x) is reducible over Z.

Irreducible polynomials are the foundation for field extensions and Galois Theory, the

final topics for this book. Thus we will use many of the theorems in Chapters 7 and 8 as

we reach toward our final goal of solvability of polynomials.
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People in Mathematics

Euphemia
Lofton

Haynes

Martha Euphemia Lofton Haynes (1890− 1980) was

a dedicated mathematician and educator, playing a

strong part in the desegregation of public schools in

Washington DC. See more about her in [66], [62],

[22], and [29], and online at [60] and [1].

In 1907 Euphemia Lofton Haynes began her col-

lege education at Miner Normal School, an institu-

tion in Washington, DC specifically to train African

American women to become teachers. After graduat-

ing with distinction in 1909, Haynes earned a bache-

lor’s degree from Smith College in 1914, with a major

in mathematics. She then went on to earn her Mas-

ter’s degree in education in 1930 and finally a PhD

from The Catholic University of America in 1943.

Sadly, only in 2001 did the mathematics commu-

nity officially recognized Haynes as the first African

American woman to earn a PhD in mathematics.

Haynes worked in the public school system of

Washington DC for most of her career. In 1930 she

became a professor at Miner’s Teachers College, a

four year teachers’ college for African Americans. She

established the Division of Mathematics and Business Education at Miner’s Teachers Col-

lege, occasionally teaching at Howard University as well, before retiring in 1959.

In 1960 Haynes joined the DC Board of Education, extremely outspoken in her criticism

of DC public schools after the Supreme Court’s Brown v. Board of Education decision

requiring desegregation. The system put in place to track students, based on IQ tests or

teacher opinions, was clearly shown to have no validity through her own research toward

her Master’s degree. Finally in 1966 Haynes was elected president of the DC school board,

and ordered schools to dismantle the track system in place of a system that was fair to all

students. After a court battle a judge finally ordered that many of the practices currently

in place be changed, which was the real beginning of desegregation in schools. Although

Haynes was not reelected as president, she remained on the board until 1968, retiring with

strong recognition of all she had done.

Haynes died in 1980, leaving funding for The Catholic University of America to establish

a chair of education in her honor, along with a student loan fund. In 2004 the E.L. Haynes

Charter School in Washington, DC was named in her honor.
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Exercises for Chapter 8

Section 8.1 Factors and Irreducible Polynomials

1. Prove: If K is a field and a(x) ∈ K[x] then every constant polynomial in K[x] is a

factor of a(x). (Remember that 0(x) is not a constant polynomial.)

2. Show that having K as a field in the previous problem is critical by finding a constant

polynomial in Z[x] which is not a factor of 3 + 2x+ 5x2 + 4x3.

3. Prove: If K is an integral domain, a(x), b(x) ∈ K[x] are associates, and a(x) 6= 0(x),

then deg(a(x)) = deg(b(x)).

4. Show that having K as a field in the previous problem is critical by finding nonzero

polynomials a(x), b(x) ∈ Z10[x] which are associates, but deg(a(x)) 6= deg(b(x)).

5. Suppose K is a field and a(x) ∈ K[x] with a(x) 6= 0(x). Prove: If b(x), c(x) ∈ K[x]

with a(x) = b(x)c(x) and deg(c(x)) 6= 0, then deg(b(x)) < deg(a(x)).

6. Show that having K as a field in the previous problem is critical by finding nonzero

polynomials a(x), b(x), c(x) ∈ Z6[x] with a(x) = b(x)c(x) and deg(c(x)) 6= 0, then

deg(b(x)) ≥ deg(a(x)).

7. Prove Theorem 8.5.

8. Show that it is necessary for A to be an integral domain in Theorem 8.5 by finding

nonconstant a(x), b(x) ∈ Z6[x], which are associates, but a(x) and b(x) do not have

the same roots.

In exercises 9−17, determine if a(x) and b(x) are associates. Either find the correct constant

polynomial c(x) with a(x) = c(x)b(x) or prove that no such c(x) can exist.

9. In Z11[x], a(x) = 4x+ 9x2 + 8x3 and b(x) = 8x+ 7x2 + 9x3.

10. In Z3[x], a(x) = 2 + x+ 2x2 + 2x3 + x4 and b(x) = 1 + 2x+ x2 + x3 + x4.

11. In Z5[x], a(x) = 2 + 3x+ x2 + 4x3 + 3x4 and b(x) = 1 + 4x+ 3x2 + 3x3 + 4x4.

12. In Q[x], a(x) = 1 + 2x+ 4x2 − 6x3 − x4 and b(x) = −4− 8x− 16x2 + 24x3 + 4x4.

13. In Z7[x], a(x) = 6 + 2x+ 5x2 + x3 and b(x) = 2 + 3x+ 4x2 + 5x3.

14. In Z13, a(x) = 11 + 7x+ 8x2 + 4x3 and b(x) = 10 + 6x+ 7x2 + 3x3.

15. In Q[x], a(x) = 2 + 1
2x+ 3x2 − 2

3x
3 − 1

6x
4 and b(x) = −24− 6x− 36x2 + 8x3 + 2x4.

16. In Z9[x], a(x) = 6 + 2x+ 6x2 + 7x3 and b(x) = 5 + 4x+ 3x2 + 2x3.

17. In Z5, a(x) = 3 + 4x+ x2 + 2x3 and b(x) = 1 + 3x+ 2x2 + 4x3.

In exercises 18 − 27, show that a(x) and b(x) are associates, and verify that they have

exactly the same roots in the given field.

18. In Z7[x], a(x) = 2 + x+ 2x2 and b(x) = 4 + 2x+ 4x2.

19. In Z3[x], a(x) = 1 + x+ x2 and b(x) = 2 + 2x+ 2x2.
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20. In Z11[x], a(x) = 6 + 2x+ 3x2 and b(x) = 2 + 8x+ x2.

21. In Z5[x], a(x) = 2 + 0x+ x2 + 3x3 and b(x) = 1 + 0x+ 3x3.

22. In Z7[x], a(x) = 2 + 6x+ 5x2 + 3x3 and b(x) = 1 + 3x+ 6x2 + 5x3.

23. In Z5[x], a(x) = 2 + x+ 2x2 and b(x) = 3 + 4x+ 3x2.

24. In Z3[x], a(x) = 1 + x+ x2 and b(x) = 2 + 2x+ 2x2.

25. In Z7[x], a(x) = 6 + 2x+ 3x2 and b(x) = 5 + 4x+ 6x2.

26. In Z3[x], a(x) = 2 + 0x+ x2 + 2x3 and b(x) = 1 + 0x+ 2x2 + x3.

27. In Z5[x], a(x) = 4 + x+ 3x2 + 2x3 and b(x) = 2 + 3x+ 4x2 + x3.

28. Find two nonconstant (and nonzero) polynomials a(x), b(x) ∈ Z5[x] which have exactly

the same roots in Z5 but are not associates.

29. Find two nonconstant (and nonzero) polynomials a(x), b(x) ∈ Z3[x] which have exactly

the same roots in Z3 but are not associates.

30. Find two nonconstant (and nonzero) polynomials a(x), b(x) ∈ Z7[x] which have exactly

the same roots in Z7 but are not associates.

31. Prove Theorem 8.8.

32. Prove Theorem 8.9.

33. Show that it was necessary to have a field K in Theorem 8.9, by finding a(x) ∈ Z8[x]

with deg(a(x)) = 1 but a(x) is not irreducible.

34. Prove Theorem 8.12.

35. Consider a(x) = 6 + 6x+ x2 + 5x3, b(x) = 2 + x+ x2 and c(x) = 3 + 0x+ 2x2 + 3x3

in Z7[x]. Show that b(x) is a factor of the product a(x)c(x) by finding q(x) ∈ Z7[x]

with b(x)q(x) = a(x)c(x), then show that b(x) is a factor of one of a(x) and c(x) by

finding r(x) ∈ Z7[x] with either a(x) = b(x)r(x) or c(x) = b(x)r(x).

36. Consider a(x) = 1 + 4x+ x2 + 3x3, b(x) = 4 + 3x, and c(x) = 2 + 2x+ 0x2 + 3x3 in

Z5[x]. Show that b(x) is a factor of the product a(x)c(x) by finding q(x) ∈ Z5[x] with

b(x)q(x) = a(x)c(x), then show that b(x) is a factor of one of a(x) and c(x) by finding

r(x) ∈ Z5[x] with either a(x) = b(x)r(x) or c(x) = b(x)r(x).

37. Show that the assumption of p(x) irreducible in Theorem 8.12 was needed, by finding

nonconstant polynomials a(x), b(x), c(x) ∈ Z5[x] so that b(x) is a factor of a(x)c(x),

but b(x) is not a factor of either a(x) or c(x).

38. Complete the proof of Theorem 8.14.

Section 8.2 Roots and Factors

39. Complete the proof of Theorem 8.15.

40. Use the PMI to prove Theorem 8.17, for any n ≥ 1. In the inductive step when you

have a(x) = (−c1 + x) · · · (−ck + x)q(x), be sure to show why q(ck+1) must equal 0K .
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In exercises 41−47, find all of the roots c1, c2, · · · cn of a(x) and factor (as in Theorem 8.17)

a(x) = (−c1 + x)(−c2 + x) · · · (−cn + x)q(x).

41. a(x) = 4 + 6x+ 5x2 + 4x3 in Z7,.

42. a(x) = 1 + 2x+ 3x2 + 3x3 + 3x4 + 2x5 in Z5.

43. a(x) = 10 + 7x+ 5x2 + 9x3 + 0x4 + 3x5 in Z11.

44. a(x) = 1 + 3x+ x2 + 3x3 + 0x4 + x5 + x6 in Z7.

45. a(x) = 6 + 0x+ x2 + x3 + 6x4 + x5 in Z11.

46. a(x) = 4 + 2x+ 0x2 + 2x3 + x4 in Z5.

47. a(x) = 2x+ 2x3 + x4 in Z3.

48. Prove Theorem 8.19.

49. Complete the proof of Theorem 8.22.

50. Prove Theorem 8.27.

In exercises 51− 57, factor a(x) into a product of irreducible polynomials in the given ring.

Be sure to verify that the factors are irreducible.

51. a(x) = 4 + 4x+ 4x2 + 2x3 + x4 in Z5[x].

52. a(x) = 2 + 9x+ 2x2 + 9x3 + 7x4 + x5 in Z11[x].

53. a(x) = 2 + 2x+ 2x2 + 0x3 + x4 + x5 + x6 in Z3[x].

54. a(x) = 3 + 2x+ 6x2 + 4x3 + 5x4 + x5 in Z7[x].

55. a(x) = 7 + 3x+ 9x2 + x3 + 7x4 + 12x5 in Z13[x].

56. a(x) = 1 + x+ 6x2 + 3x3 + 2x4 in Z7[x].

57. a(x) = 4 + x+ x2 + 4x3 + 3x4 in Z5[x].

Section 8.3 Factorization over Q

For each polynomial a(x) ∈ Q[x] in exercises 58− 67, find an associate in Z[x] and use the

associate to find all of the rational roots for a(x). Be sure to verify they actually are roots!

58. a(x) = 1
3 + x+ 2

3x
2 + 3x3 + 1

2x
4.

59. a(x) = − 1
6 −

4
6x−

8
3x

2 − 3
2x

3 + 5x4.

60. a(x) = − 2
5 −

1
2x+ 103

20 x
2 + 11

4 x
3 − x4.

61. a(x) = − 1
6 −

1
4x+ 1

2x
2 + 3

4x
3 + 2

3x
4 + x5.

62. a(x) = − 3
49 −

2
7x+ x2 − 3

49x
3 − 2

7x
4 + x5.

63. a(x) = 2
5 + x+ 5

3x+ 19
15x

2 − 1
15x

3 + x4.

64. a(x) = 1
3 −

2
3x+ 5

6x
2 + 4

3x
3 − x4.

65. a(x) = − 1
2 + 1

4x+ 1
8x

2 + 2
3x

3 − 1
3x

4 + x5.

66. a(x) = 5− 1
2x+ 1

3x
2 − 1

6x
3 − 1

2x
4 + x5.

67. a(x) = 4
5 + 2x− 1

15x
2 − 2

15x
3 + x4.
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In exercises 68 − 77, prove that a(x) is irreducible over Q. This may involve Eisenstein’s

Criterion, the function h defined in Project 8.4, or Theorem 8.37.

68. a(x) = 2
5 + 8

15x+ 2
3x

2 + 4
5x

3 + 2
15x

4 + 4
15x

5 + 1
3x

6.

69. a(x) = 1
4 + 3

4x+ 1
2x

2 + 1
4x

3 + 7
4x

4 + 9
4x

5 + 1
4x

6 + 1
28x

7.

70. a(x) = 1
2 + x+ 3

2x
2 + 1

2x
3 + 2x4 + x5 + 5

6x
6.

71. a(x) = 3
2 + 9

2x+ 0x2 + 3
2x

3 + 3x4 + 3
5x

5.

72. a(x) = 1 + 3x+ 6x2 + 9x3 + 3x4.

73. a(x) = 5
4 + 1

2x+ x2 + x3 + 1
2x

4.

74. a(x) = 1
5 + 1

7x+ 0x2 + 3
7x

3 + 2
7x

4 + 1
7x

5.

75. a(x) = 56 + 36x+ 29x2 + x3.

76. a(x) = 11 + 8x+ 16x2 + 7x3 + x4.

77. a(x) = 15
2 + 4x+ 0x2 + 0x3 + 1

2x
4.

78. Factor a(x) = − 1
12 + 0x + 13

12x
2 + 11

12x
3 + 1

12x
4 + x5 into a product of irreducible

polynomials in Q[x]. Be sure to verify that the factors are irreducible over Q.

79. Factor a(x) = − 40
3 −

50
3 x−

25
3 x

2− 50
3 x

3 + 7
3x

4− 10
3 x

5 +x6 into a product of irreducible

polynomials in Q[x]. Be sure to verify that the factors are irreducible over Q.

80. Factor a(x) = 1
6 + 5

2x + 11x2 + 13x3 + 13
2 x

4 + 3x5 into a product of irreducible

polynomials in Q[x]. Be sure to verify that the factors are irreducible over Q.

Projects for Chapter 8

Project 8.1

Let K be a field and a(x), b(x) ∈ K[x]. We say b(x) is a factor of a(x), if a(x) = b(x)q(x)
for some q(x) ∈ K[x].

For example, in Z7[x] we see that 2 + 3x is a factor of 1 + 4x+ 2x2, since 1 + 4x+ 2x2 =
(2 + 3x)(4 + 3x).

1. Show that 2 + x is a factor of both 2 + x3 and 2 + x7 in Z3[x].
2. Show that in Z5[x], the polynomial 2 + x is not a factor of 2 + x3.
3. Use PMI to prove that for every positive integer n, the polynomial 2 + x is a factor

of 2 + xn in Z3[x].
4. Show that 4 + x is a factor of 4 + x3 and 4 + x6 in Z5[x].
5. Use PMI to prove that for every positive integer n, the polynomial 4 + x is a factor

of 4 + xn in Z5[x].
6. Do you see a pattern? What would we use instead of 4 in the field Z7?
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Project 8.2

For polynomials of degree 1, 2, or 3 over a field K, we only need to discover if they have
roots to see if they are irreducible over K. However, if our polynomial a(x) has degree 4,
we also have to show that a(x) cannot factor into quadratics. For the rest of this project
let a(x) = 2 + 0x+ 4x2 + 0x3 + x4 in Z5[x].

1. Show that a(x) has no roots in Z5.

Now we must see if a(x) = (d+ ex+ jx2)(u+ vx+wx2) for some e, d, j, u, v, w ∈ Z5.

2. Explain why if we can find e, d, j, u, v, w ∈ Z5 with a(x) = (d+ex+jx2)(u+vx+wx2)
we can also find q, r, s, t,∈ Z5 with a(x) = (q + rx+ x2)(s+ tx+ x2).

3. Show that for a(x) = (q + rx + x2)(s + tx + x2) we must have qs = 2, qt + rs = 0,
q + rt+ s = 4, and r + t = 0, in Z5.

4. Prove that the previous equationsimply that either r = t = 0, or q = s.
5. Explain why there is no solution for q, r, s, t,∈ Z5 that will make a(x) = (q + rx +

x2)(s+ tx+ x2).
6. What can we conclude about a(x)?

Project 8.3

A useful technique for working with polynomials is referred to as “substitution.” Suppose
K is a field. For a polynomial a(x) ∈ K[x] of degree n, and c ∈ K, define the following new
polynomial a(c+ x). For a constant polynomial a(x) = a0, we say a(c+ x) = a0.

a(c+ x) = a0 + a1(c+ x) + a2(c+ x)2 + · · ·+ an(c+ x)n.

For example: In Z5[x] with a(x) = 2 + 3x+ 4x2 and c = 2 we find:

a(2 + x) = 2 + 3(2 + x) + 4(2 + x)2

= 2 + 3(2 + x) + 4(4 + 4x+ x2)
= 2 + 1 + 3x+ 1 + x+ 4x2

= 4 + 4x+ 4x2

1. Explain why for any c ∈ K and a(x) ∈ K[x] we know a(c+ x) ∈ K[x].
2. We will not write out the steps (it is repeated use of the distributive laws), but you

may use the following fact: If a(x), b(x) ∈ K[x], c ∈ K, q(x) = a(x) + b(x), and
d(x) = a(x)b(x), then q(c+ x) = a(c+ x) + b(c+ x) and d(c+ x) = a(c+ x)b(c+ x).
Verify that this holds in Z5[x] with a(x) = 1 + 4x+ x2, b(x) = 2 + 2x, and c = 3.

3. Prove by PMI on n ≥ 0 that if deg(a(x)) = n then deg(a(c+ x)) = n.
4. Prove: If a(x) ∈ K[x], c ∈ K, and a(c + x) is irreducible over K, then a(x) is also

irreducible over K.
5. Try this technique in Q[x] with a(x) = 21 + 24x+ 11x2 + 4x3 + x4 and c = −1. Why

do we know that a(−1 + x) is irreducible over Q?
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Project 8.4

Let K be a field and define V = {a(x) ∈ K[x] : a0 6= 0}.

1. Use the field Z7 to show that V is not a subring of K[x], since it is not closed under
subtraction. It will simply be a useful set for the next few problems.

2. Prove: V is closed under multiplication.
3. Suppose a(x) ∈ V . Prove: If b(x) ∈ K[x] and b(x) is a factor of a(x), then b(x) ∈ V .

Define the function h : V → V by h(a0 + a1x + · · · + anx
n) = an + an−1x + · · · + a0x

n

when deg(a(x)) = n.

For example: in Z7[x], a(x) = 3 + 0x + 2x2 + 0x3 + 4x4 + x5 is in V and h(a(x)) =
1 + 4x+ 0x2 + 2x3 + 0x4 + 3x5.

This function reverses the order of the coefficients of the polynomial! It is trivial to see
that h is onto, since for any a(x) ∈ V and b(x) = h(a(x)), we have h(b(x)) = a(x).

The function h is also easily one to one since if c(x) = h(a(x)) = h(b(x)), then h(c(x)) =
a(x) and h(c(x)) = b(x), so a(x) = b(x).

4. Find h(a(x)) for each of a(x), b(x), c(x) ∈ Z7[x] defined next.

a(x) = 1 + 5x+ 0x2 + 6x3 h(a(x)) =
b(x) = 4 + 3x+ 4x2 + 0x3 + 5x4 h(b(x)) =
c(x) = 3 + 2x+ x2 + 4x3 + x5 + 2x6 h(c(x)) =

5. Prove: If a(x) ∈ V then deg(a(x)) = deg(h(a(x))).

With simply a chase of indices, it it straightforward to see that for any a(x), b(x) ∈ V
we have h(a(x)b(x)) = h(a(x))h(b(x)). We will not write out the steps but will assume it is
true.

6. Verify in Z7[x] that h(a(x)b(x)) = h(a(x))h(b(x)) is true for a(x) = 2 + x + 4x2 and
b(x) = 5 + 6x+ 2x2.

7. Prove: If a(x) ∈ V and h(a(x)) is irreducible in K[x], then a(x) is irreducible in K[x]
as well.

8. For a(x) = 6 + 2x+ x2 + 4x3 in Z7[x], verify that a(x) and h(a(x)) are irreducible.
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Project 8.5

Consider the ring Z[x], and suppose we have a(x) ∈ Z[x]. The rational roots theorem will
be very useful here!

1. Prove: If a(x) is monic and has a root c ∈ Q, then c ∈ Z.
2. Does the previous statement still hold if we do not assume that a(x) is monic? Give

a proof or a counterexample to support your statement.

3. Prove that a(x) = 2− nx+ 0x2 + x3 is reducible in Q[x] when n is −1, 3, or 5.
4. Prove that a(x) = 2 − nx + 0x2 + x3 is irreducible in Q[x] whenever n ∈ Z and

n 6= −1, 3, 5.
5. Is b(x) = 2 − nx + 0x2 + 2x3 irreducible whenever n ∈ Z and n 6= −1, 3, 5 as well?

Show that it is or find an n 6= −1, 3, 5 where b(x) is reducible.
6. Find which integer values of n make b(x) = 2−nx+ 0x2 + 2x3 reducible in Q[x], and

show that b(x) is irreducible for the other n ∈ Z.

Project 8.6

The polynomials of the form −1 + xn in Q will be very useful, so we will learn more about
them in this project.

1. Prove: For all n > 0 the polynomial a(x) = −1 + xn always has −1 + x as a factor in
Q[x].

2. For any n > 1 we can write a(x) = −1 + xn as (−1 + x)p(x) for some p(x) ∈ Q[x].
Find the correct polynomial p(x) for each of n = 2, 3, 4, 5

3. For n = 2 and n = 3, prove that appropriate p(x) is irreducible over Q.
4. Prove that for n = 4 the polynomial p(x) is reducible by factoring it in Q[x].
5. Let n > 1 and a(x) = −1 + xn = (−1 + x)p(x). Explain why a(1 + x) = xp(1 + x).
6. From the binomial formula we know that q(x) = (1 + x)n = 1 + nx + q2x

2 + · · · +
qn−2x

n−2 + nxn−1 + xn, where n evenly divides each of q2, . . . , qn−2. Also notice that
for a(x) = −1 + xn, we have a(1 + x) = −1 + (1 + x)n = −1 + q(x). Hence

a(1 + x) = −1 + (1 + nx+ q2x
2 + · · ·+ qn−2x

n−2 + nxn−1 + xn)
= nx+ q2x

2 + · · · qn−2xn−2 + nxn−1 + xn

= x(n+ q2x+ · · · qn−2xn−3 + nxn−2 + xn−1)

Thus we know p(1 + x) = n + q2x + · · · + nxn−2 + xn−1. Why do we know that
p(1 + x) is irreducible when n is prime? What can we conclude about p(x) when n is
prime?
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Project 8.7

Consider the polynomial a(x) = 144 + 24x + 12x2 + 4x3 in Q[x]. Since the degree is 3, if
a(x) is reducible in Q[x], then it must have a root in Q!

1. Use the rational roots theorem to show there are more than twenty possible roots of
a(x) in Q. (Do not check them to see if they are roots!)

2. Consider now the polynomial b(x) = 36 + 6x+ 3x2 + x3. Explain why we know that
if b(x) is irreducible over Q, then a(x) is also irreducible. How many possible rational
roots does b(x) have? (Do not check them.)

Recall from Theorem 8.37, if f5(b(x)) is irreducible in Z5, then we will know that a(x)
is irreducible in Z[x].

3. Find q(x) = f5(b(x)), and determine if q(x) has roots in Z5.
4. What can we now conclude about b(x) and a(x)?
5. Repeat this same process for the polynomial d(x) = −240 + 90x+ 150x2 + 10x3 using

Z7 to see that d(x) is irreducible in Q[x].



Chapter 9
Extension Fields

The focus for the rest of this book is on fields. We have seen many fields such as Zp where

p is prime, and of course, Q, R, or the complex numbers C. But are there others? Roots

of polynomials will be the driving force behind finding other fields, and the properties of

extension fields will lead us to the final topic of the text, solvability of polynomials.

9.1 Extension Field

When we looked at the structures of groups and rings, it was natural to look for substruc-

tures, subgroups, and subrings. Subfields will again have an important role, but in addition

we consider the idea of an extension field, a field that contains the original.

Definition 9.1 Suppose that K and E are fields with K ⊆ E.

If for all a, b ∈ K we have a+Kb = a+Eb and a ·K b = a ·Eb, then

K is a subfield of E or E is an extension field of K.

Note: If we have E as an extension field of K, then 0K = 0E (since K is a subring of E),

and thus we use them interchangeably from now on. Also, if a(x) ∈ K[x], then a(x) ∈ E[x].

R is an extension field of the rational numbers Q. It is not as obvious, however, if there

is an extension field of Z5. Also, as the set of rational numbers, Q, is countable but R is

uncountable, is there a field K between them, that is, Q ⊂ K ⊂ R? A first step is to describe

different “types” of elements in an extension field.
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Definition 9.2 Suppose E is an extension field of K, and c ∈ E.

(i) If there exists a(x) ∈ K[x] with a(x) 6= 0(x) and a(c) = 0E , then
c is algebraic over K .

(ii) If for every nonzero a(x) ∈ K[x] we have a(c) 6= 0E , then

c is transcendental over K .

Example 9.3 Consider the fields Q ⊂ R. The polynomial a(x) = −13 + x2 in Q[x] has
root c =

√
13 with c ∈ R. Thus

√
13 is algebraic over Q. Similarly, for any positive rational

number q, we have b(x) = −q+x2 in Q[x], and c =
√
q is a root of b(x). Thus

√
q is algebraic

over Q.

It is much more difficult to show that a number c ∈ R is transcendental over Q, since

we must be able to verify that no polynomial in Q[x] can have it as a root. Most students

learn that e and π are transcendental over Q in a calculus course.

Since our final goal is solvability of polynomials, we will concentrate on algebraic elements

over a field (more about transcendental elements can be found in [10] or [56]). First, we

state a theorem that we will frequently reference; the proof of each part is an exercise at

the end of the chapter.

Theorem 9.4

Suppose E is an extension field of K, a(x) ∈ K[x], and there is c ∈ E with a(c) = 0E .

(i) If deg(a(x)) = 1 then c ∈ K.
(ii) If a(x) is irreducible over K and deg(a(x)) > 1 then c /∈ K.

When we determine if a polynomial is irreducible (or reducible) we always say which field

we are trying to reduce it over. For example, by Eisenstein’s Criterion (Theorem 8.35) the

polynomial a(x) = −13 + x2 is irreducible over Q. But the same polynomial considered as

an element of R[x] is reducible over R into
(√

13 + x)(−
√

13 + x
)
. Thus a polynomial can

be irreducible over one field, but over an extension field it might become reducible. This

idea will help us find many fields K with Q ⊂ K ⊆ R, where a(x) is reducible over K. The

existence of such a field is in the next theorem, which references theorems from Chapters

5, 6, 7, and 8!
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Theorem 9.5

Suppose K is a field, E is an extension field of K, and c ∈ E.

If c is algebraic over K, then there exists a field K(c) (“K adjoin c”) with:

(i) K ⊆ K(c) ⊆ E,
(ii) c ∈ K(c), and
(iii) For any subfield S of E with K ⊆ S and c ∈ S, we have K(c) ⊆ S.

Proof Suppose E is a field, K is a subfield of E, and c ∈ E is algebraic over K. Define
the function fc : K[x] → E by fc(a(x)) = a(c) for every a(x) ∈ K[x]. The proof that fc
is a homomorphism is an exercise at the end of the chapter. Let T = ker(fc), then by
Theorem 5.32 T is an ideal of K[x]. Also, by Theorem 7.26, we know T is a principal ideal,
so there is a polynomial b(x) ∈ K[x] with T = 〈b(x)〉.

As c is algebraic over K, there is a nonzero a(x) ∈ K[x] with a(c) = 0K . Thus fc(a(x)) =
0E , which tells us a(x) ∈ T , T 6= {0(x)}, and b(x) 6= 0(x). An exercise at the end of the
chapter asks you to show deg(b(x)) > 0 so deg(b(x)) > 0. Our goal is to show that b(x) is
irreducible over K, and fc(K[x]) is the field we hope to find.

Suppose instead that b(x) is reducible over K, then there are nonconstant polynomi-
als t(x), d(x) ∈ K[x] with b(x) = t(x)d(x). Thus deg(t(x)) < deg(b(x)) and deg(d(x)) <
deg(b(x)) as shown in an exercise of Chapter 8. Since fc is a homomorphism, b(x) ∈ ker(fc),
and E has no zero divisors, the following shows that either 0E = t(c) or 0E = d(c).

t(c)d(c) = fc(t(x))fc(d(x)) = fc(b(x)) = 0E .

Thus either t(x) ∈ T or d(x) ∈ T . But for any q(x) ∈ T we have q(x) = b(x)s(x) for some
s(x) ∈ K[x], and so deg(q(x)) ≥ deg(b(x)). Hence d(x), t(x) /∈ T since deg(t(x)) < deg(b(x))
and deg(d(x)) < deg(b(x)). By this contradiction we know b(x) is irreducible over K, and
so by Theorem 8.11 T is a maximal ideal of K[x]. By Theorem 6.22 we can conclude that
K[x]/T is a field.

Define K(c) = fc(K[x]), then by Theorem 5.35 (FHT) K(c) ∼= K[x]/T . This tells us that
K(c) is a field, and since fc(K[x]) ⊆ E then K(c) ⊆ E. Also for each constant polynomial
p(x) = p0 with p0 ∈ K, we see that fc(p0) = p0, so we have K ⊆ K(c) ⊆ E and (i) is
complete.

(ii) and (iii) are exercises at the end of the chapter. Remember K(c) = fc(K[x]). �

Example 9.6 Let c =
√

13. Since p(x) = −13 + x2 is irreducible over Q, we know c /∈ Q by
Theorem 9.4. Define the function fc : Q[x] → R as in the previous proof with fc(a(x)) =
a(c). We know that Q

(√
13
)

= Q(c) = fc (Q[x]) is a field by Theorem 9.5, but it is not yet

clear whether Q(c) is simply the same as R. In Example 9.14 we will see why
√

5 ∈ R but√
5 /∈ Q(c) and thus Q ⊂ Q(c) ⊂ R.
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So far we have only considered a subfield K of a field E and created extensions of K

between K and E, but how can we create an extension of K if we do not know of an

extension E that exists? For example, how can we find an extension field for Z5? We use

the same ideas, but things are a little bit more interesting.

Theorem 9.7

Let K be a field and assume a(x) ∈ K[x] is irreducible over K. Then there exists a field E
so that E is an extension field of K and a(x) has a root in E.

Proof Let K be a field and assume a(x) ∈ K[x] is irreducible over K. Since constant
polynomials cannot be irreducible, we know deg(a(x)) > 0. Let T be the principal ideal of
K[x] generated by a(x), so T = 〈a(x)〉. T is a maximal ideal by Theorem 8.11, and so by
Theorem 6.22 K[x]/T is a field as we have seen before. Define E = K[x]/T .

The tricky part of this proof is understanding how E is an extension field of K, and that
E has a root for a(x). Consider an element u ∈ K. We know there is a constant polynomial
u(x) = u in K[x], and thus the coset u(x) + T (or u+ T ) is an element of E.

Define f : K → K[x]/T by f(w) = w(x) + T for each w ∈ K.

The proof that f is a one to one homomorphism is lan exercise at the end of the chapter.
Since f is one to one we know ker(f) = {0K}, so by Theorem 5.35 we know that f(K) ∼=
K/{0K}. However, K/{0K}

∼= K (an exercise in Chapter 5) so we know f(K) ∼= K. Now we
have an isomorphic copy of K inside of E, and each element u ∈ K is identified with the
coset u(x) + T (abbreviated as u + T ). This allows us to consider K ⊆ E, and so E is an
extension field of K.

Finally, we need to show that there is a root for a(x) in E. In the polynomial a(x)
we replace each coefficient ai by the coset ai + T as previously described to create the
polynomial a(x) in K[x]/T .

a(x) = a0 + a1x+ · · ·+ anx
n

a(x) = (a0 + T ) + (a1 + T )x+ · · ·+ (an + T )xn

But the polynomial 0K +x is in K[x], so we have the coset x+T ∈ K[x]/T or x+T ∈ E.
Let c = x+ T , and we will show that a(c) = 0E using coset rules.

a(c) = (a0 + T ) + (a1 + T )(c) + · · ·+ (an + T )(c)n

= (a0 + T ) + (a1 + T )(x+ T ) + · · ·+ (an + T )(x+ T )n

= (a0 + T ) + (a1x+ T ) + · · ·+ (anx
n + T )

= (a0 + a1x+ · · ·+ anx
n) + T
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This gives us a(c) = a(x) + T but a(x) ∈ T , so a(c) = 0(x) + T = 0E . Thus c = x+ T is
a root of a(x) and c ∈ E. We therefore conclude that the field E = K[x]/T has a root for
the original polynomial a(x). �

Although this seems strange, we can use it to find a field extension for Z5.

Example 9.8 Let a(x) = 2 + x2 ∈ Z5[x]. Since a(0) = 2, a(1) = 3, a(2) = 1, a(3) = 1, and
a(4) = 3 then a(x) has no root in Z5. Now we know a(x) is irreducible by Theorem 8.22.
Thus Theorem 9.7 tells us there is a field, call it E, which is an extension of Z5 and contains
a root for a(x), which we can call c. Now with field extension E, and root c ∈ E, we can
use Theorem 9.5 to find Z5(c) = fc(Z5[x]) = {b(c) : b(x) ∈ Z5[x]}. This allows us to begin
a list of elements in Z(c) as follows.

0, 1, 2, 3, 4, 0 + c, 1 + c, 2 + c, 3 + c, 4 + c, 2c, 3c, 4c, 1 + 2c, 1 + 3c, 1 + 4c,
2 + 2c, 2 + 3c, 2 + 4c, 3 + 2c, 3 + 3c, 3 + 4c, 4 + 2c, 4 + 3c, 4 + 4c

We have twenty-five elements so far, but are there more in Z5(c)? In the next section we
will see why these are in fact the only elements of Z5(c). Notice that since c is a root of

a(x) = 2 + x2, then 2 + c2 = 0E . Thus we know c2 = 3 since both Z5 and Z5(c) use +5 and
·5. This helps us calculate products in Z5(c) as shown.

(3c) · (4c) = (3 · 4)c2 = 2c2 = 2(3) = 1

(1 + c)(2 + 3c) = 2 + 3c+ 2c+ 3c2 = 2 + 3c2 = 2 + 3(3) = 1

9.2 Minimum Polynomial

In order to create an extension field of the form K(c), we needed an irreducible polynomial

in K[x] for which c is a root. But there could be more than one such polynomial, so how

do we choose the one to use?

Theorem 9.9

If K is a field, E is an extension field of K, and c ∈ E is algebraic over K, then there is a
unique monic polynomial p(x) ∈ K[x] that is irreducible over K and has c as a root.

Proof Suppose K is a field, E is an extension of K, and c ∈ E is algebraic over K. By
Definition 9.2 there is a nonzero polynomial b(x) ∈ K[x] which has c as a root. Using
the familiar homomorphism fc : K[x] → E, we know T = ker(fc) is the principal ideal
generated by some q(x) ∈ K[x] with q(c) = 0E , so T = 〈q(x)〉.

The fact that q(x) is irreducible over K is an exercise at the end of the chapter. Thus
q(x) is irreducible over K, and has c as a root, but may not be monic. Since K is a field,
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q(x) has a monic associate, p(x) = uq(x) for some u ∈ K, which is also irreducible by
Theorem 8.8. But since p(x) = uq(x) then p(c) = uq(c) = 0E , so c is a root of p(x). In an
exercise at the end of the chapter you will show that with p(x) and q(x) nonzero associates
we also know that T = 〈p(x)〉. To complete the proof we must now show p(x) is unique.

Suppose we have any monic polynomial t(x) ∈ K[x], which is irreducible over K and has c
as a root. Since t(c) = 0E then by t(x) ∈ ker(fc), or t(x) ∈ 〈p(x)〉, we know t(x) = p(x)w(x)
for some w(x) ∈ K[x]. As p(x) irreducible, then deg(p(x)) > 0, and so we must have
deg(w(x)) = 0 or it will contradict that t(x) is irreducible over K. Thus deg(t(x)) =
deg(p(x)) = n for some n > 0. Now tn = pnw0, but both p(x) and t(x) are monic, so
1K = 1Kw0 or w0 = 1K . Hence t(x) = p(x), and p(x) is unique. �

Definition 9.10 Let K be a field, E an extension field of K, and c ∈ E
algebraic over K.

The unique monic polynomial p(x) ∈ K[x] that is irreducible over K

and has c as a root is called the minimum polynomial for c over K.

Example 9.11 Consider the field Q and u = 2
3
√
5

in the extension field R. The following

steps show that u is a root of a(x) = −8− 8x+ 5x3 + 5x4.

a(u) = −8− 8
(

2
3
√
5

)
+ 5

(
2
3
√
5

)3
+ 5

(
2
3
√
5

)4
= −8− 16

3
√
5

+ 8 + 16
3
√
5

= 0

Thus we know 2
3
√
5

is algebraic over Q, but this polynomial is reducible since −1 is also

a root, so how do we find the minimum polynomial? From u = 2
3
√
5
, cube each side and

u3 = 8
5 , and therefore − 8

5 +u3 = 0. Thus u is a root of p(x) = − 8
5 +x3, which is monic and

has u as a root, but we need to determine if p(x) is irreducible over Q.

Consider the associate q(x) = −8 + 5x3, which has q0 6= 0. Using the homomorphism

h defined in Project 8.4, we find h(q(x)) = 5 + 0x + 0x2 − 8x3. By Eisenstein’s Criterion

h(q(x)) is irreducible over Q, and so by Project 8.4 we know q(x) and p(x) are irreducible

over Q. Thus we have found the minimum polynomial p(x) for u = 2
3
√
5

over Q.

Two special properties of minimum polynomials were discovered in the proof of Theo-

rem 9.9. The proofs are exercises at the end of the chapter.
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Theorem 9.12

Suppose K is a field, E is an extension field of K, and c ∈ E is algebraic over K with
minimum polynomial p(x) ∈ K[x].

(i) Using the homomorphism fc : K[x]→ E as defined in Theorem 9.5, ker(fc) = 〈p(x)〉.
(ii) If b(x) ∈ K[x] is a nonzero polynomial with b(c) = 0E , then b(x) = p(x)q(x) for some

q(x) ∈ K[x].

One of the keys to understanding an extension K(c) is next.

Theorem 9.13

Suppose K is a field, E is an extension of K, and c ∈ E is algebraic over K.

If p(x) is the minimum polynomial for c over K, and deg(p(x)) = n, then

K(c) = {a(c) : a(x) ∈ K[x] and either a(x) = 0(x) or deg(a(x)) < n}.

Proof Suppose K is a field, E is an extension field of K, and c ∈ E is algebraic over K.
Let p(x) be the minimum polynomial for c over K, and deg(p(x)) = n with n > 0. Let
S = {a(c) : a(x) ∈ K[x] and either a(x) = 0(x) or deg(a(x)) < n}, and we need to show
that K(c) = S. Recall that we defined K(c) = fc(K[x]) where fc : K[x] → E was defined
by fc(a(x)) = a(c).

(⊇) Let u ∈ S. Then by definition of S, u = a(c) for some a(x) ∈ K[x]. Thus u ∈ fc(K[x]),
so u ∈ K(c). Hence K(c) ⊇ S.

(⊆) Let w ∈ K(c). Thus by definition of K(c) we know w = a(c) for some a(x) ∈ K[x].
However, we don’t yet know w ∈ S, since we don’t know if a(x) = 0(x) or deg(a(x)) < n.
Clearly, if a(x) = 0(x) or if deg(a(x)) < n then w ∈ S, so assume deg(a(x)) ≥ n.

Using the Division Algorithm (Theorem 7.24) we can find q(x), r(x) ∈ K[x] with a(x) =
q(x)p(x) + r(x) and r(x) = 0(x) or deg(r(x)) < n. Now a(c) = q(c)p(c) + r(c), but c is a
root of p(x) so p(c) = 0E . Thus w = a(c) = 0E + r(c). This tells us that w = r(c) and
r(x) = 0(x) or deg(r(x)) < n. Thus w ∈ S, K(c) ⊆ S, and K(c) = S. �

This answers the question we had in Example 9.8 about the number of elements in Z5(c)

where c is a root of p(x) = 2 +x2. Since p(x) is the minimum polynomial for c over Z5 with

deg(p(x)) = 2, then the elements of Z5(c) are found by substituting c into polynomials of

degree 0 or 1 (and 0(x), of course), giving us exactly the twenty-five elements we found in

Example 9.8.
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Example 9.14 In Example 9.6 we wondered if
√

5 ∈ Q(
√

13). We can answer this with
help from Theorem 9.13. Recall that we had p(x) = −13 + x2 in Q[x], a monic irreducible
polynomial with

√
13 as a root. Thus p(x) is the minimum polynomial for

√
13, so by

Theorem 9.13 if
√

5 ∈ Q(
√

13), then we could find a0, a1 ∈ Q with
√

5 = a0 + a1
√

13. Note
that as −5 + x2 is irreducible over Q by Eisenstein’s Criterion we know

√
5 /∈ Q so a1 6= 0.

Squaring both sides of
√

5 = a0 + a1
√

13 we find 5 = a20 + 2a0a1
√

13 + 13a21. If a0 6= 0

then we would have
√

13 as a root of the polynomial d(x) = (−5 + a20 + 13a21) + (2a0a1)x

in Q[x]. With deg(d(x)) = 1 and Theorem 9.4, we would then know
√

13 ∈ Q. Since this is

not true, we can conclude that a0 = 0. However,
√

5 = a1
√

13 gives us 5 = 13(a1)2. Thus

a1 ∈ Q is a root of the polynomial q(x) = −5 + 13x2. But by Eisenstein’s Criterion q(x) is

irreducible over Q, a contradiction. Hence we can say
√

5 /∈ Q(
√

13).

Example 9.15 Consider p(x) = 2 + 2x+ x2 in Z3[x]. Since p(0) = 2, p(1) = 2, and p(2) = 1
there is no root for p(x) in Z3. As deg(p(x)) = 2 then p(x) is irreducible over Z3 and
monic. By Theorem 9.7 there is an extension of Z3 which has a root, c, for p(x), the
minimum polynomial for c over Z3. We know from Theorem 9.13 that Z3(c) = {u(c) :
u(x) ∈ Z3[x] and either u(x) = 0(x) or deg(u(x)) < 2}. Thus we only need to list the
polynomials in Z3[x] of degree less than 2, using c instead of x. This gives us exactly nine
elements in Z3(c), 0, 1, 2, 0 + c, 1 + c, 2 + c, 0 + 2c, 1 + 2c, 2 + 2c.

Let’s look more closely at the operations in this field. Recall that addition is done by
coefficients, since we add the polynomials then plug in c. Thus adding (1 + 2c) + (2 + 2c)
is the same as taking a(x) = 1 + 2x and b(x) = 2 + 2x, finding a(x) + b(x) = 0 + x and
plugging in c to get (1 + 2c) + (2 + 2c) = (1 +3 2) + (2 +3 2)c = 0 + 1c = c. Other examples
are next. Be sure you see how the answers were found.

2 + (2 + c) = 1 + c (2 + 2c) + (0 + c) = 2 (1 + c) + (2 + 2c) = 0

In order to calculate products in Z(c), we take advantage of the fact that 0 = 2+2c+c2, so
c2 = 1+c. Thus to calculate c(1+c) we first use the distributive law to find c(1+c) = c+c2,
then using c2 = 1 + c we get c(1 + c) = c + (1 + c) = 1 + 2c. Be sure you can verify the
following examples.

(2 + c)(1 + c) = c (2c)(2 + 2c) = 1 + 2c

An exercise at the end of the chapter asks you to complete the Cayley tables for the

operations in this field.

9.3 Algebraic Extensions

Recall that we are working with algebraic elements over a field. The extension fields we

create will all have a special property; they are algebraic extensions of the original field K

as defined next.



9.3 Algebraic Extensions 259

Definition 9.16 Let K be a field and E an extension field of K.

If every element of E is algebraic over K we say that E is an

algebraic extension of K.

It should be clear that for any field K, K is an algebraic extension of itself. For any c ∈ K
the polynomial b(x) = −c+ x is in K[x] and has c as a root. Thus c is algebraic over K. In

this section we will show that for c algebraic over a field K, K(c) is an algebraic extension

of K. However, some extension fields may not be algebraic extensions; for example, R is

not an algebraic extension of Q, since π is not algebraic over Q.

By definition, each element of K(c) can be written as a0 +a1c+ · · ·+anc
n where ai ∈ K.

This should remind you of a “linear combination” of the elements 1E , c, c
2, . . . , cn with

“scalars” from the field K. This parallel to having a basis in a vector space is exactly what

we need. Similar to Definition 0.29 we define a basis for an extension field. (We only consider

finite bases here, as all of our extensions will be finite extensions.)

Definition 9.17 Let K be a field, and E an extension field of K.

A nonempty subset of E, B = {u1, u2, . . . , um}, is called a basis for E
over K when the following hold:

(i) For every element s ∈ E there exist a1, a2, . . . , am ∈ K so that
s = a1u1 + a2u2 + · · ·+ amum (B spans E over K ).

(ii) If a1, a2, . . . , am ∈ K with a1u1 + a2u2 + . . .+ amum = 0E then
ai = 0K for all i = 1, . . .m (B is independent over K ).

If there exist m elements of E that form a basis for E over K, we say

E is a finite extension of K of degree m, and write [E : K] = m.

Example 9.18 In Example 9.15 we found the elements of the extension field Z3(c) where

c is a root of the irreducible polynomial p(x) = 2 + 2x + x2. Z3(c) = {0, 1, 2, c, 1 + c, 2 +

c, 2c, 1 + 2c, 2 + 2c}. Then B = {1, c} appears to be a basis for Z3(c) over Z3. We will soon

see that it is true.

We assume some linear algebra facts related to bases without proof. For details see [32].
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Theorem 9.19

Let K be a field and E a finite extension of K.

(i) Every basis for E over K has the same cardinality.
(ii) Every subset of E that spans E contains a basis for E over K.

Theorem 9.20

Suppose K is a field, andc is algebraic over K.

If the minimum polynomial p(x) has deg(p(x)) = n, then the set B = {1K , c, c2, . . . , cn−1}
is a basis for K(c) over K and [K(c) : K] = n.

Proof Suppose K is a field, c is algebraic over K with minimum polynomial p(x), and
deg(p(x)) = n. Consider the set B = {1K , c, c2, . . . , cn−1}. By Theorem 9.13 for an element
y ∈ K(c), y 6= 0K there is a(x) ∈ K[x] with y = a(c) and deg(a(x)) < n. So there are
a0, a1, . . . , an−1 ∈ K with y = a(c) = a0 +a1c+ . . .+an−1c

n−1 and B spans K(c) as needed.
We only need to show that B is independent over K to complete the proof.

Suppose we have a0, a1, . . . , an−1 ∈ K with a0+a1c+ . . .+an−1c
n−1 = 0K . Since we want

to prove that all of the ai are equal to 0K , we suppose instead that at least one of them
is nonzero. Now we have a nonzero polynomial in K[x], a(x) = a0 + a1x+ . . .+ an−1x

n−1,
with c as a root, so by Theorem 9.12 a(x) = p(x)q(x) for some q(x) ∈ K[x]. But then
deg(a(x)) ≥ deg(p(x)), which is a contradiction since deg(p(x)) = n. Hence a(x) = 0(x) or
ai = 0K for all i, and B is independent over K. Thus B is a basis for K(c) over K and
[K(c) : K] = n. �

The previous theorem helps us find the number of elements in a finite extension of a

finite field. Suppose [K(c) : K] = n and |K| = q, then every element of K(c) is of the

form a0 + a1c + · · · + an−1c
n−1. Each of the elements a0, a1, . . . , an−1 ∈ K can be one of

exactly q choices. Notice that no two choices can lead to the same element of K(c). Suppose

u(c) = u0+u1c+ · · ·+un−1cn−1 and w(c) = w0+w1c+ · · ·+wn−1cn−1 with u(c) = w(c), but

for some i < n we have ui 6= wi. Then u(c)− w(c) = 0K and c is a root of the polynomial

q(x) = (u0 − w0) + (u1 − w1)c + · · · + (un−1 − wn−1)cn−1 of degree less than n, which

is impossible. Thus each element of the form a0 + a1c + · · · + an−1c
n−1 is different and

|K(c)| = qn.

Notice that in Example 9.18 we have [Z3(c) : Z3] = 2 and |Z3| = 3. Thus we should have

32 elements in Z3(c), and we found exactly nine of them. Similarly with Z5 and irreducible

polynomial p(x) = 2+x2, Z5(c) should have 52 elements, exactly as we found in Example 9.8.
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The next theorem guarantees us that K(c) is always an algebraic extension of K when

c is algebraic over K.

Theorem 9.21

Let K be a field and E an extension of K. If [E : K] = n for some n > 0, then E is an
algebraic extension of K.

Proof Suppose K is a field and E is an extension of K with [E : K] = n for n > 0. We
must show that every element y ∈ E is algebraic over K, that is, the root of a nonzero
polynomial over K.

Let y ∈ E, then the set {1K , y, y2, . . . , yn} cannot be independent over K or there would
be a basis with more than n elements, which is impossible. Thus there is a linear combination
over K, a01K + a1y + · · · + any

n = 0E , where not all ai are 0K . Thus y is a root of the
nonzero polynomial a(x) = a0 + a1x+ . . .+ anx

n in K[x], and y is algebraic over K. Hence
every element of E is algebraic over K. �

We end this section with a property of finite extensions that will turn out to be extremely

important. The proof is simply a chase of indices.

Theorem 9.22

Suppose that K is a field and L is a finite extension of K. If E is a finite extension of L,
then E is a also finite extension of K and [E : K] = [E : L][L : K].

Proof Suppose that K is a field, L is a finite extension of K with [L : K] = t, and E is
a finite extension of L with [E : L] = m. We know by definition that K ⊆ L ⊆ E, and
since the operations of K agree with those in L which agree with those in E, then E is
an extension field of K. Suppose we have a basis B = {u1, u2, . . . , ut} for L over K, and a
basis A = {w1, w2, . . . , wm} for E over L.

It is straightforward to see that set C = {ujwi ∈ E : i = 1 . . .m, j = 1 . . . t} spans
E over K. Notice that C contains exactly tm elements, and thus if we show C is linearly
independent over K, then we have C as a basis and [E : K] = tm = [E : L][L : K].

To show that C is linearly independent over K, suppose that there is a combination equal

to 0E ,
∑
bijujwi = 0E , and each bij ∈ K with 1 ≤ i ≤ m and 1 ≤ j ≤ t. By rearranging

the sum, using distributivity, associativity, and commutativity in E, we have:.

0E =

(
t∑

j=1

b1juj

)
w1 + · · ·+

(
t∑

j=1

bmjuj

)
wm and for each i,

t∑
j=1

bijuj ∈ L
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But since A is a basis for E over L, this guarantees that for each i,
t∑

j=1

bijuj = 0E . Also

for each i, the fact that B is a basis for L over K tells us that bij = 0E for all j. Hence for
all i and j we know bij = 0E so C is linearly independent over K. Now we have a basis C
of tm many elements, therefore E [E : K] = mt = [E : L][L : K] as needed. �

9.4 Root Field of a Polynomial

In Example 9.18 the field Z3(c) was created, where c is a root of p(x) = 2 + 2x+x2. Having

c as a root tells us that 2c+x is a factor, and p(x) = (2c+x)((2 + c) +x) in Z3(c)[x]. Thus

p(x) factors into two polynomials of degree 1, and Z3(c) contains both roots, c and 1 + 2c,

for p(x).

Definition 9.23 Let K be a field and a(x) ∈ K[x] have deg(a(x)) > 0.

The root field for a(x) over K is a field extension E of K with the
following properties:

(i) In E[x], a(x) can be factored into polynomials of degree 1.
(ii) For any extension of K, L, which satisfies (i), we have K ⊆ E ⊆ L.

In Example 9.18 the field Z3(c) contains every root for p(x), so p(x) was factored into

polynomials of degree 1 over Z3(c). Any other field over which this can happen must contain

c, and is an extension of Z3, so it must also contain Z3(c) by Theorem 9.5. Thus Z3(c) is

the root field of p(x) over Z3.

Example 9.24 Consider p(x) = −5 + x3 ∈ Q[x]. By Eisenstein’s Criterion we know that
p(x) is irreducible over Q. Clearly, 3

√
5 is a root of p(x), so we can factor p(x) over Q

(
3
√

5
)
.

3
√

25 + 3
√

5x+ x2

− 3
√

5 + x
)
− 5 + 0x + 0x2 + x3

−(− 3
√

5x2 + x3)

−5 + 0x + 3
√

5x2

−(− 3
√

25x+ 3
√

5x2)

−5 + 3
√

25x

−(−5 + 3
√

25x)

0
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Thus p(x) =
(
− 3
√

5 + x
) (

3
√

25 + 3
√

5x+ x2
)
. Using the quadratic formula we find the

roots of 3
√

25 + 3
√

5x+ x2 as c = − 3
√
5

2 (1 +
√
−3) and d = − 3

√
5

2 (1−
√
−3). Hence we need to

see if c, d ∈ Q
(

3
√

5
)
.

Suppose c ∈ Q
(

3
√

5
)
, then we can conclude

√
−3 ∈ Q

(
3
√

5
)

by the following equation. A

similar equation would be used if we assumed d ∈ Q
(

3
√

5
)
.

−1− 2
3
√
5
c = −1− 2

3
√
5

(
− 3
√
5

2 (1 +
√
−3)

)
= −1 + (1 +

√
−3) =

√
−3

Let E = Q
(

3
√

5
)

and L = Q
(√
−3
)
. Since

√
−3 ∈ Q

(
3
√

5
)

we then have Q ⊆ L ⊆ E.

Thus by Theorem 9.22 we know [E : Q] = [E : L][L : Q]. Since p(x) is irreducible we know

[E : Q] = 3, but [L : Q] = 2 since 3 + x2 is the minimum polynomial for
√
−3 over Q. It

is impossible to have 3 = [E : L](2), so we know
√
−3 /∈ Q

(
3
√

5
)
. Hence Q

(
3
√

5
)

is not the

root field for p(x) = −5 + x3 over Q.

A critical piece of notation that will help us find a root field is an iterated extension. So

far we have found extension fields by taking a single c algebraic over K and creating K(c).

We repeat this process to create an iterated extension as follows.

Definition 9.25 Let K be a field and c1, c2 algebraic over K.

If L = K(c1), then the field K(c1, c2) = L(c2) is called an

iterated extension of K.

Recall that the basis for K(c1) over K is of the form {1K , c1, c21, . . . , cm1 }. Also, the basis

for L(c2) over K(c1) is of the form {1K , c2, c22, . . . , cn2}. Thus from the proof of Theorem 9.22,

the field K(c1, c2) has a basis consisting of all elements of the form (c1)i1(c2)i2 where

0 ≤ i1 ≤ m and 0 ≤ i2 ≤ n.

We can repeat the process to create an extension K(c1, c2, . . . , cn) as needed, whose basis

is the set of all elements of the form ci11 c
i2
2 · · · cinn for appropriate ij . This brings us to the

next theorem.

Theorem 9.26

Let K be a field and a(x) ∈ K[x] with deg(a(x)) > 0. If E is the root field of a(x)
over K, and the elements c1, c2, . . . , cn ∈ E are all of the distinct roots of a(x), then
E = K(c1, c2, . . . , cn).

Proof Let K be a field and a(x) ∈ K[x] with deg(a(x)) > 0. Assume E is the root field of
a(x) over K, and the elements c1, c2, . . . , cn ∈ E are all of the distinct roots of a(x). Since
E is the root field of a(x), by Definition 9.23 we must have E ⊆ K(c1, c2, . . . , cn).
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Now suppose we have u ∈ K(c1, c2, . . . , cn). We know u is a finite sum of the form∑
aj(c

i1
1 c

i2
2 · · · cinn ) with aj ∈ K. Since cj ∈ E for each 1 ≤ j ≤ n, then each of

c
ij
j ∈ E as well. Now E is closed under multiplication, so each ci11 c

i2
2 · · · cinn ∈ E, and

thus aj(c
i1
1 c

i2
2 · · · cinn ) ∈ E. Finally, as E is closed under addition we have u ∈ E as needed,

so K(c1, c2, . . . , cn) ⊆ E. Therefore E = K(c1, c2, . . . , cn). �

Example 9.27 To create the root field for p(x) = −5 + x3, we use the three roots found
in Example 9.24, so by Definition 9.23 the root field is Q

(
3
√

5, c, d
)
. Since we showed√

−3 ∈ Q( 3
√

5, c), then easily d = c + 3
√

5(
√
−3), so d ∈ Q

(
3
√

5, c
)
. Thus the root field for

p(x) is E = Q
(

3
√

5, c
)

with basis B = {1, 3
√

5, ( 3
√

5)2, c, 3
√

5c, ( 3
√

5)2c} and [E : Q] = 6.

The notation here can be cumbersome, since c is complicated, so we often try
to find a simpler way to denote a field, such as E = Q

(
3
√

5, c
)
. The following

steps show that E = Q
(

3
√

5,
√
−3
)

as well, so the basis elements can be written as

{1, 3
√

5, ( 3
√

5)2,
√
−3, 3
√

5
√
−3, ( 3

√
5)2
√
−3}.

(⊆) Clearly, Q ⊆ Q
(

3
√

5,
√
−3
)
, and also 3

√
5 ∈ Q

(
3
√

5,
√
−3
)
. But notice that c =

− 3
√
5

2 (1 +
√
−3) ∈ Q

(
3
√

5,
√
−3
)
, and similarly d = − 3

√
5

2 (1−
√
−3) ∈ Q

(
3
√

5,
√
−3
)
. Thus by

definition of the root field, E ⊆ Q
(

3
√

5,
√
−3
)
.

(⊇)We showed in Example 9.24 that
√
−3 ∈ E. Thus from 3

√
5 ∈ E and E closed

under products we find every basis element of Q
(

3
√

5,
√
−3
)

in E. But then an arbitrary

element of Q
(

3
√

5,
√
−3
)

is a combination of these basis elements, so is also in E. Hence

Q
(

3
√

5,
√
−3
)
⊆ E.

Notice that in the previous example we found the root field as Q
(

3
√

5,
√
−3
)
, not just

Q(s) for some s ∈ E. Could we have found such an s?

Definition 9.28 Suppose that E is an extension field of K with c ∈ E.

A field extension K(c) is called a simple extension of K.

We will show that every finite extension of a field is a simple extension, but the proof

requires irreducible polynomials to have no multiple roots, that is, to be separable.

Definition 9.29 Let K be a field and p(x) ∈ K[x].

We say p(x) is separable if no irreducible factor of p(x) has multiple

roots in any extension field of K. Otherwise, we say p(x) is inseparable .
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Example 9.30 Consider p(x) = 2 + 2x+ x3 ∈ Z3[x]. You can verify that p(x) is irreducible
over Z3 since it has no roots in Z3. Once we create an extension field with a root c for p(x),
we have a field Z3(c) with exactly 33 = 27 elements in it. The basis for this field is {1, c, c2}.
Now we can factor p(x) = (−c+ x)[(2 + c2) + cx+ x2], and to see if p(x) has multiple roots
in Z3(c) we need to see if c is again a root of d(x) = (2+c2)+cx+x2. The next calculations
show us that d(c) 6= 0.

d(c) = (2 + c2) + (c)c+ c2 = 2 + c2 + c2 + c2 = 2

The final question we still need to ask is if we can write d(x) = (−u + x)2 for u in an

extension of Z(c). Suppose this is true, then d(x) = (−u+x)2 = u2−2ux+x2. This requires

that 2 + c2 = u2 and −2u = c, or u = c, which is impossible since c is not a root of d(x).

Thus p(x) has no multiple roots in an extension of Z3, and is separable.

It will be critical later to know whether a polynomial is separable, so the next two

theorems will help answer this for all of the fields we will consider.

Theorem 9.31

If K is a field with char(K) = 0 then every irreducible polynomial in K[x] is separable.

Proof Let K be a field with char(K) = 0, and suppose that p(x) ∈ K[x] is irreducible over
K. If p(x) is not monic we can choose a monic associate that is also irreducible with the
same roots, so we will assume p(x) is monic. In order to show p(x) is separable, suppose
instead that p(x) is inseparable.

Thus there is an extension E of K which has a root of p(x) that is a multiple root,
say c ∈ E, so in E[x] we can factor p(x) = (−c + x)2q(x). In Project 7.4 we defined the
polynomial p′(x) in K[x]. It is straightforward to show that using r(x) = (−c+x)2, we have
p′(x) = r(x)q′(x) + r′(x)q(x). But r′(x) = 2 • (−c+ x) and so p′(x) = (−c+ x)2q′(x) + 2 •
(−c+ x)q(x). As −c+ x is a factor of p′(x), then c is a root of both p(x) and p′(x).

Since p(x) is irreducible over K and monic, it is the minimum polynomial for c over K.
Also p′(x) ∈ K[x] has c as a root, thus either p′(x) = 0(x) or deg(p′(x)) ≥ deg(p(x)). As
deg(p′(x)) < deg(p(x)) by definition of p′(x), then p′(x) = 0(x). Now deg(p(x)) = n for
some n > 0, and pn = 1K . Thus the term (n • 1)xn−1 6= 0K , a contradiction. Hence p(x) is
separable. �

The previous theorem applies to fields such as Q and R, but not to Z5. The same fact is

true over a finite field as we will see next, but the proof relies on a few interesting properties

of finite fields. You will be guided through the proof of the following theorem in Project 9.3.
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Theorem 9.32

Let K be a finite field with char(K) = q for some prime q.

(i) For any polynomial b(x) = b0 + b1x+ · · ·+ btx
t ∈ K[x] we have

(b(x))q = bq0 + bq1x
q + · · ·+ bqtx

qt.
(ii) For any element s ∈ K there is r ∈ K with s = rq.

Theorem 9.33

If K is a finite field then every irreducible polynomial in K[x] is separable.

Proof Suppose we have a finite field K and p(x) ∈ K[x] is irreducible over K. Since K is a
finite field, we know from Theorems 6.12 and 6.9 that char(K) must be a prime number q.
As in Theorem 9.31 assume that p(x) is inseparable.

Using the same steps as the proof of Theorem 9.31, we can find p′(x) which must again
be equal to 0(x). However, over the finite field K this is not an immediate contradiction,
since q • 1K = 0K . From any term of the form pmqx

mq we get the following equation:

mq • pmqxmq−1 = (mq • 1K)pmqx
mq−1 = 0Kx

mq−1.

But if q does not divide j, then j • pj 6= 0K unless pj = 0K already. Thus to have
p′(x) = 0(x) we must have p(x) = p0 + pqx

q + p2qx
2q + · · · + pmqx

mq for some m ≥ 1. By
Theorem 9.32 we can find ai ∈ K with (piq) = (ai)

q.

Define a(x) = a0 + a1x+ a2x
2 + · · ·+ amx

m.

Then a(x) ∈ K[x], and as p(x) is nonconstant, we have deg(a(x)) = m > 0. But by
Theorem 9.32 we know p(x) = (a(x))q, contradicting that p(x) is irreducible over K. This
contradiction tells us that p(x) is separable. �

Unfortunately, irreducible polynomials need not be separable over an infinite field of

nonzero characteristic (see [56] for an example). All extension fields we discuss in the rest

of the text will extend fields that either have characteristic 0 or are finite fields, and thus

all of our irreducible polynomials will be separable.

The final theorem for this section shows us every finite extension of a field of charac-

teristic 0 is a simple extension. While true over finite fields, the proof is significantly more

complicated and will not be presented here. (See [56] for details.)

Theorem 9.34

Let K be a field of characteristic 0, and E a finite extension of K. Then E is a simple
extension of K, meaning there is some c ∈ E with E = K(c).
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Proof Let K be a field of characteristic 0 and E a finite extension of K. In an exercise at the
end of the chapter, you will show that E = K(u1, u2, . . . , um) for some u1, u2, . . . , um ∈ E.
Once we show that K(u1, u2) can be written as K(c1) for some c1 ∈ K(u1, u2), this process
is repeated at most n−1 times to get K(c1, u2) = K(c2), K(c2, u3) = K(c3), . . ., and finally,
E = K(cm−1, um) = K(cm).

Consider the finite extension L = K(u1, u2). By Theorem 9.21 both u1, u2 are algebraic
over K. Thus for u1 there is a minimum polynomial s(x) ∈ K[x] and a minimum polynomial
r(x) ∈ K[x] for u2. Each polynomial has all of its roots in some extension of K. Denote the
roots of s(x) by s1, s2, . . . , st, the roots of r(x) by r1, r2 . . . , rn, and assume u1 = s1, r1 = u2.
Since both of s(x) and r(x) are irreducible over K, they are separable by Theorem 9.31.
Thus si 6= sj and ri 6= rj for any i 6= j, and so u2 − rj 6= 0K when j 6= 2.

Since K is an infinite field by Theorem 6.9, there must exist an element b ∈ K so that
for any i 6= 1 and j 6= 1, b 6= (u2 − rj)−1(si − u1). Define c1 = u1 + bu2, then c1 ∈ L. Now
we must show L = K(c1). Since c1 ∈ L then K(c1) ⊆ L already. If u2 ∈ K(c1), then as
u1 = c1 − bu2 ∈ K(c1) and then u1 ∈ K(c1). This would tell us that L ⊆ K(c1) and thus
K(c1) = L as needed. Thus we only need to show u2 ∈ K(c1) to complete the proof.

Assume for a contradiction that u2 /∈ K(c1). Let h(x) ∈ K(c1)[x] where h(x) = s(c1−bx).
Then h(u2) = s(u1) = 0K , but for j 6= 1, h(rj) = s(c1 − brj) 6= 0K . Now, j 6= 1, each rj is
not a root of h(x), so only u2 is a root of both r(x) and h(x). The minimum polynomial p(x)
for u2 over K(c1) must have deg(p(x)) > 1 and so by p(x) separable it has another root w.
But p(x) is a factor of both r(x) and h(x) by Theorem 9.12, making w also a root of both
h(x) and r(x), a contradiction. Hence u2 ∈ K(c1) and therefore as discussed previously,
L = K(c1), completing the proof that E is a simple extension of K. �

Example 9.35 Consider the field Q and the extension Q
(

3
√

5,
√
−3
)

seen in Example 9.27.

How do we make this a simple extension? Using the same procedure described previously,

look at the minimum polynomials s(x) = −5+x3 and r(x) = 3+x2 and each of their roots.

Then b = 1 satisfies the requirement b 6= (u2 − rj)−1(si − u1) from the previous theorem,

so we have Q
(

3
√

5,
√
−3
)

= Q
(

3
√

5 +
√
−3
)
.

In Chapter 10 we will use all we have learned about field extensions to discuss isomor-

phisms between field extensions, leading us to Galois Theory.
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People in Mathematics

Sofia
Kovalevskaya

Sofia Kovalevskaya (1850 − 1891) was a Russian

mathematician whose struggles, not only to be ed-

ucated but to have her work acknowledged by her

peers, often led her into deep depression. It is clear

however that she played a strong part in starting to

change attitudes toward women’s abilities to work in

science. See more about her in [17], [38], [51], [26],

[47], and [31], and online at [60] and [1].

Kovalevskaya had an early introduction to math-

ematics, and some say her bedroom walls had pages

from a calculus book on them due to lack of wall-

paper available at the time. An academic neighbor

convinced her parents to have her tutored by a man

who was a supporter for women having higher edu-

cation opportunities. Unfortunately in 1868, Russia

(and many other countries) did not allow women to

continue their education in universities, and as an

unmarried woman she could not travel alone. She

had to enter into a marriage of convenience in order to move to Germany and continue her

studies.

In 1870, Kovalevskaya was determined to continue her mathematical studies with Weier-

strass at the University of Berlin. The university still did not admit women, but Weierstrass

recognized her incredible ability and tutored her privately. In 1874 she presented three pa-

pers at the University of Göttingen, and was awarded her doctorate, the first woman to

earn a doctorate at any European university.

Even with her doctorate, Kovalevskaya could not find an academic appointment in Rus-

sia, and had to deal with financial issues. It was not until 1883 with the help of a colleague

that Kovalevskaya was able to find a position, equivalent to assistant professor now, in Swe-

den. In 1888 Kovalevskaya’s work was finally recognized by the French Academy of Sciences,

winning the Prix Bordin competition for a research paper. Kovalevskaya battled depression

at various stages of her life, but in 1891 it was too much for her along with pneumonia.

Kovalevskaya is remembered today by stamps, coins, and a lunar crater. The Association

for Women in Mathematics (AWM) funds workshops with the Sonia Kovalevsky High School

Mathematics Day, and with the Society for Industrial and Applied Mathematics, the AWM

sponsors the the Sonia Kovalevsky Lecture each year. The Kovalevskaia Fund supports

women in science in developing countries, and the Alexander Von Humboldt Foundation

gives the Sofia Kovalevskaya Award to promising young researchers.
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Exercises for Chapter 9

Section 9.1 Extension Fields

1. Prove (i) of Theorem 9.4.

2. Prove (ii) of Theorem 9.4.

3. Let p ∈ Z be prime. Prove
√
p /∈ Q.

4. Let p ∈ Z be prime. Prove 3
√
p /∈ Q.

5. If p ∈ Z is prime, can we also say that for any integer n > 1 that n
√
p /∈ Q? Prove it

or find a counterexample.

6. Let m,n ∈ Z where m > 0 and n > 0. Prove: If there is a prime p which divides n

but does not divide m, and p2 does not divide n, then
√

n
m /∈ Q.

7. Suppose K is a field and E is an extension of K. Define g : K → E by g(a) = a for

each a ∈ K. Prove that g is a one to one homomorphism.

8. Suppose K is a field and E is an extension of K. Define g : K → E by g(a) = a

for each a ∈ K. Use Theorems 7.35 and 7.28 to prove that the function fc defined in

Theorem 9.5 is a homomorphism.

9. In the proof of Theorem 9.5, explain why deg(b(x)) > 0 for ker(fc) = T = 〈b(x)〉.
10. In the proof of Theorem 9.5, explain why c ∈ fc(K[x]). What polynomial will help?

11. Prove that the field K(c), defined in the proof of Theorem 9.5, satisfies (iii) of the

theorem. Don’t forget that K(c) = fc(K[x]). Use it to help show an arbitrary u ∈ K(c)

is also in S.

12. In the proof of Theorem 9.7 show that the function f : K → K[x]/T defined by

f(w) = w + T for each w ∈ K is a one to one homomorphism. Don’t forget that T

cannot contain a nonzero constant polynomial since deg(a(x)) > 0.

Section 9.2 Minimum Polynomial

In exercises 13− 21, find the minimum polynomial for u over Q. Be sure to verify that the

polynomial is irreducible over Q.

13. 3
√

10

14. 7 +
√

2

15. 6 + 2i

16. 2− 3
√

7

17.
√

2 +
√

7

18. ( 4
√

2)i

19. 1 + 3
√

2

20.
√

2−
√

3

21.
√

5 + i
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22. In the proof of Theorem 9.9 the polynomial q(x) ∈ K[x] was defined as ker(fc) =

〈q(x)〉. Prove that q(x) is irreducible over K.

23. Suppose E is an extension field of K and p(x), q(x) ∈ K[x] are nonzero polynomials.

Prove: If p(x) = uq(x) for some u ∈ K then 〈p(x)〉 = 〈q(x)〉.
24. Prove (i) of Theorem 9.12.

25. Explain how (ii) follows from (i) in Theorem 9.12.

26. Show that it was necessary to have the minimum polynomial for c, p(x), in the state-

ment of (ii) in Theorem 9.12 by finding two polynomials a(x), b(x) ∈ Q[x] which both

have 3 as a root but neither polynomial divides the other.

27. Show that
√
−7 is a root of a(x) = −49 + x4, then find the minimum polynomial for√

−7 over Q and show it is a factor of a(x).

28. Show that − 1
2 +

√
−11
2 is a root of a(x) = 3+x+4x2 +x3 +x4, then find the minimum

polynomial for − 1
2 +

√
−11
2 over Q and show it is a factor of a(x).

29. Show that 1 + i is a root of a(x) = 4 − 4x + 2x2 + 2x3 − 2x4 + x5, then find the

minimum polynomial for 1 + i over Q and show it is a factor of a(x).

30. Show that 2+ 3
√

2 is a root of a(x) = −10+2x+6x2−5x3+x4, then find the minimum

polynomial for 2 + 3
√

2 over Q and show it is a factor of a(x).

In exercises 31 − 40, prove that the polynomial a(x) is irreducible over the given field K,

then for a root c describe carefully the elements of the extension field K(c). When K is

finite, list every element of K(c).

31. a(x) = 3 + 6x+ 3x2 + 6x3 + x4 over Q.

32. a(x) = 1
2 + 3x− 3

2x
2 + 1

2x
3 over Q.

33. a(x) = 2
3 −

4
3x+ 5

3x
2 over Q.

34. a(x) = 5 + 3x+ 4x2 + 6x3 + x4 over Q.

35. a(x) = 2 + 2x+ 2x2 + x3 over Z3.

36. a(x) = 2 + 4x+ x2 over Z5.

37. a(x) = 2 + 0x+ x2 over Z7.

38. a(x) = 2 + x+ x2 over Z5.

39. a(x) = 1 + 0x+ x2 + x3 over Z2.

40. a(x) = 1 + x+ x2 + x3 + x4 over Z2.

In exercises 41 − 50, prove that the polynomial p(x) is irreducible over the given field K.

Then for a root c of p(x) in the extension field K(c), calculate the requested elements.

41. p(x) = 4 + 3x+ x2 over Z5.

(3 + 2c) + (3 + 4c) =

(2 + 3c)(4 + 2c) =

(2 + 4c)−1 =
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42. p(x) = 6 + 6x+ x2 over Z7.

(4 + 5c) + (6 + 3c) =

(2 + 6c)(4 + 2c) =

(6 + 4c)−1 =

43. p(x) = 10 + 9x+ x2 over Z11.

(6 + 10c) + (9 + 8c) =

(7 + 8c)(6 + 3c) =

(5 + 9c)−1 =

44. p(x) = 8 + 11x+ x2 over Z13.

(10 + 12c) + (11 + 8c) =

(9 + 2c)(5 + 4c) =

(6 + 8c)−1 =

45. p(x) = 2 + 3x+ 0x2 + x3 over Z5.

(2 + 3c+ c2) + (3 + 4c+ 3c2) =

(2 + 4c)(1 + 3c+ c2) =

(4 + 4c+ c2)−1 =

46. p(x) = 5 + 3x+ 2x2 + x3 over Z7.

(4 + 6c+ 3c2) + (4 + 4c+ 5c2) =

(2 + 6c)(4 + 2c+ c2) =

(6 + 4c+ c2)−1 =

47. p(x) = 6 + 3x+ 5x2 + x3 over Z11.

(10 + 9c+ 4c2) + (5 + 4c+ 6c2) =

(5 + c)(1 + c+ c2) =

(1 + 3c+ c2)−1 =

48. p(x) = 1 + x+ x2 + x3 + x4 over Z2.

(1 + c+ 0c2 + c3) + (1 + 0c+ c2 + c3) =

(1 + c+ c2)(1 + 0c+ 0c2 + c3) =

(1 + 0c+ c2 + c3)−1 =

49. p(x) = 2 + 2x+ 2x2 + x3 over Z3

(1 + c+ c2) + (1 + 2c+ c2) =

(1 + 2c+ c2)(1 + c+ c2) =

(1 + c+ c2)−1 =

50. p(x) = 1 + x+ x3 over Z2.

(1 + c+ c2) + (1 + 0c+ c2) =

(1 + c2)(1 + c+ c2) =

(1 + c+ c2)−1 =

51. Find the complete addition and multiplication tables for the field Z2(c) where c is a

root of the polynomial p(x) = 1 + x+ x2, which is irreducible over Z2.

52. Using the result of the previous exercise, find the other root of p(x) which is in Z2(c).
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53. Find the complete addition and multiplication tables for the field Z3(c) where c is

a root of the polynomial p(x) = 2 + 2x + x2, which is irreducible over Z3. (See

Example 9.15.)

54. Using the result of the previous exercise, find the other root of p(x) which is in Z3(c).

55. Find the complete addition and multiplication tables for the field Z2(c) where c is a

root of the polynomial p(x) = 1 + x+ 0x2 + x3, which is irreducible over Z2.

56. Using the result of the previous exercise, determine if there are other roots of p(x) in

Z2(c).

57. Find the complete addition and multiplication tables for the field Z3(c) where c is a

root of the polynomial p(x) = 2 + x+ x2, which is irreducible over Z3.

58. Using the result of the previous exercise, find the other root of p(x) which is in Z3(c).

Sections 9.3 and 9.4 Algebraic Extensions and Roots

59. Suppose K is a field and E is a finite extension of K. If L is an extension field of K

and K ⊆ L ⊆ E, use Theorem 9.19 to explain why E is a finite extension of L.

60. Suppose K is a field and c is algebraic over K. Prove [K(c) : K] = 1 if and only if

c ∈ K.

61. Suppose K is a field and E is an extension field of K with [E : K] = 3. If c ∈ E then

the minimum polynomial for c over K must have degree 1 or 3.

62. Suppose K is a field, E is an extension field of K, and n is a positive integer. Prove:

If [E : K] = n and c ∈ E, then the degree of the minimum polynomial for c over K

must divide n.

63. Suppose K is a field and E is an extension field of K with [E : K] = n for some

positive integer n. Prove: If n = 2k for some positive integer k and c ∈ E, then the

minimum polynomial for c cannot be 1 + x+ x2 + x3.

64. Prove that 5
√

2 /∈ Q( 3
√

2) using Theorem 9.22.

65. Prove that 2i /∈ Q( 3
√

2) using Theorem 9.22.

66. Prove that 3
√

2 /∈ Q( 4
√

17) using Theorem 9.22.

67. Prove that 5
√

7 /∈ Q( 3
√

7) using Theorem 9.22.

68. Prove that
√

2 + i /∈ Q( 3
√

2) using Theorem 9.22.

69. Suppose that K is a field and c is algebraic over K with [K(c) : K] = 2. Prove: K(c)

is the root field for the minimum polynomial of c over K.

70. Suppose K is a field and E is a finite extension of K. Prove: There exist

u1, u2, . . . , um ∈ E with E = K(u1, u2, . . . , um).

71. Find the root field E for a(x) = 5
4 + 6x+ 11

2 x
2 + 2x3 + 1

4x
4 over Q.

72. Prove that
√

2 ∈ Q(
√

2 +
√

3) and use it to show [Q(
√

2 +
√

3) : Q] = 4.
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Projects for Chapter 9

Project 9.1

Consider the polynomial a(x) = −1 +xn in Q[x] for some integer n > 0. Any root c of a(x)
must satisfy cn = 1, and thus is called an nth root of unity. We know that 1 is always an
nth root of unity, but are there others?

For each positive integer n define the following complex number:

ωn = cos
(
2π
n

)
+ i sin

(
2π
n

)
.

Clearly, ω1 = cos(2π) + i sin(2π) = 1 + i(0) = 1.

1. Using your amazing store of trigonometric knowledge, calculate ω2, ω3, ω4. Don’t leave
“cos” or “sin” in them, and don’t write decimal approximations. (Does a right triangle
with side lengths 1, 2,

√
3 remind you of anything?)

2. Calculate the complex numbers (ω3)2, (ω4)2, (ω4)3. Remember that for two complex
numbers a+ bi and c+ di we find (a+ bi)(c+ di) = (ac− bd) + (ad+ bc)i.

3. Prove that (ω2)2 = 1, (ω3)3 = 1, and (ω4)4 = 1. Hence ω2, ω3, and ω4 are second,
third, and fourth roots of unity respectively.

Trigonometric identities show that for any 0 ≤ k ≤ n we have (ωn)k = cos
(
2kπ
n

)
+i sin

(
2kπ
n

)
.

4. Use power rules to explain why for any n and 1 ≤ k ≤ n, we know (ωn)k is also an
nth root of unity.

In Project 8.6 we saw that for each n, −1 + xn = (−1 + x)p(x) where p(x) = 1 + x+
x2 + · · ·+ xn−1 is irreducible when n is prime.

5. Find [Q(ω2) : Q], [Q(ω3) : Q], and [Q(ω4) : Q].

Project 9.2

Suppose K is a field. Recall that if p(x) ∈ K[x] is irreducible with degree n and c is a
root of p(x) in some extension of K, then K[x]/〈p(x)〉 ∼= K(c) , [K(c) : K] = n, and
K(c) = {a(c) : a(x) ∈ K[x] and deg(a(x)) < n or a(x) = 0(x)}.

1. Explain why |K| = q guarantees us |K(c)| = qn.
2. Find a field with exactly eight elements.
3. Suppose p is prime. Any reducible monic quadratic in Zp[x] can be factored as

(a+ x)(b+ x) where a, b ∈ Zp. Determine how many reducible monic quadratic poly-
nomials there are in Zp[x].

4. Explain why there must always be an irreducible monic quadratic polynomial in Zp[x].
5. Use all of the previous work to prove that for any prime p there exists a field with

exactly p2 elements.
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Project 9.3

This project assists with the proof of Theorem 9.32. Let K be a finite field with char(K) = q
for some prime q. We will show the following facts:

(i) For any polynomial b(x) = b0 + b1x+ · · ·+ btx
t ∈ K[x] we have (b(x))q = bq0 + bq1x

q +
· · ·+ bqtx

qt.
(ii) For any element s ∈ K there is r ∈ K with s = rq.

Assume we have b(x) ∈ K[x].

1. Show that if b(x) = 0(x) or b(x) is a constant polynomial, then (i) holds for b(x).

Now assume deg(b(x) > 0. We will prove (i) by induction on the degree of b(x). Let
P (n) be the statement: If deg(b(x)) = n then (b(x))q = bq0 + bq1x

q + · · ·+ bqnx
qn.

2. Use Theorem 4.30 to show that P (1) holds. (Look back at Chapter 6.)

Now assume that P (k) is true for some k. Thus if deg(b(x)) = k we know (b(x))q =
bq0 + bq1x

q + · · ·+ bqkx
qk.

3. Consider a polynomial of degree k + 1, b(x) = b0 + b1x + · · · + bk+1x
k+1. Use u =

b0 + b1x+ · · ·+ bkx
k, w = bk+1x

k+1, Theorem 4.30, and P (k) to show that P (k + 1)
is true.

4. What can we conclude from the previous questions?
5. Use Theorem 6.17 to prove (ii), from the list of facts at the beginning of the project.

Project 9.4

In this project we will completely describe an extension field of Z3, including its Cayley
tables.

1. Show that p(x) = 1 + 0x+ x2 is irreducible over Z3.
2. List the nine elements of Z3(c) where c is a root of p(x) = 1 + 0x+ x2.

To create the addition table for our new field, we need to remember that for the
polynomials in a(x), b(x) ∈ Z3[x], with d(x) = a(x) + b(x), we have d(c) = a(c) + b(c).

3. Compute the addition table for Z3(c), and determine char(Z3(c)). Notice that the
characteristic is not the same as the size of the field.

Multiplication is a bit trickier in Z3(c) since if we multiply 2c · c we get 2c2, which is
not officially one of the elements of our field. However, remember that c is a root of
p(x), so 1 + c2 = 0. Subtracting in Z3(c) gives us c2 = 2, so we now have the correct
answer for our multiplication, 2c · c = 2c2 = 2(2) = 1.

4. Compute the multiplication table for our field Z3(c).
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Project 9.5

Consider the complex numbers u =
√
i+ 2 and w =

√
−i+ 2. We will use Q(i) to help us

understand Q(u,w).

1. Find the minimum polynomial for i over Q and [Q(i) : Q].
2. Carefully describe the elements of Q(i).
3. Explain why if u ∈ Q(i) then there exists b ∈ Q which is a root of a(x) = −1+8x2+4x4.

Show that there cannot be a rational root of a(x) and thus u /∈ Q(i). You may assume
similarly that w /∈ Q(i).

4. Show that Q(u) contains i, then find the minimum polynomial for u over Q(i) and
[Q(u) : Q]. (Be sure to explain why your polynomial is irreducible.)

5. Show that w is not in Q(u) by showing it cannot be written as a+ bu for a, b ∈ Q(i).
6. Find the minimum polynomial for w over Q(u) and [Q(u,w) : Q(i)].
7. Explain why Q(u,w) is the root field for (−(i+ 2) + x2)((−(−i+ 2) + x2) over Q(i),

and find a basis for Q(u,w) over Q(i).

Project 9.6

Consider the field Z7.

1. Show that there is no a ∈ Z7 with a4 = 6. (Thus 6 does not have a “fourth root” in
Z7.) Does any element other than 0 or 1 have a fourth root in Z7?

Let c be an element in an extension field of Z7 with c4 = 6. Thus c is a root of
b(x) = 1 + 0x+ 0x2 + 0x3 + x4.

2. Show that the minimum polynomial for c over Z7 is either p(x) = 1 + 3x + x2 or
q(x) = 1 + 4x + x2, but we are not sure which. Be sure to show they are both
irreducible over Z7.

3. Describe the elements of Z7(c) completely. Can you determine how many elements it
contains without listing all of them?

4. Prove that b(x) has all four of its roots in Z7(c) and factors into a product of polyno-
mials, all of degree 1, over Z7(c).
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Project 9.7

Suppose that K is a field and E an extension field of K. For this project assume u ∈ E is
algebraic over K with minimum polynomial p(x) ∈ K[x]. Thus K[x]/〈p(x)〉 ∼= K(u).

Recall from Project 8.3 that for any a(x) ∈ K[x] and c ∈ K we defined a(c+ x) ∈ K[x]
by a(c + x) = a0 + a1(c + x) + · · · + an(c + x)n. A similar definition when c 6= 0K gives
a(cx) = a0 + a1(cx) + · · ·+ an(cx)n.

1. Prove: If c ∈ K then c+u and cu are also algebraic over K. What polynomial is each
a root of?

Remember that if z is algebraic over K, K(z) has the property that for any field L,
if K ⊆ L and z ∈ L, then K(z) ⊆ L.

2. Prove: If c ∈ K, then K(u) = K(c+ u). (Try subsets.)
3. Prove: If c ∈ K and c 6= 0K , then K(u) = K(cu). (Try subsets.)
4. How does the work in this project tell us that Z7[x]/〈1+x2〉 ∼= Z7[x]/〈3+6x+x2〉?

Project 9.8

Recall that for any positive integer n we defined ωn as follows and proved that ωn is a root
of −1 + xn.

ωn = cos
(
2π
n

)
+ i sin

(
2π
n

)
Also, for any 1 ≤ k ≤ n we have (ωn)k = cos

(
2kπ
n

)
+ i sin

(
2kπ
n

)
.

1. Use the fact that cos(u) = 1 only when u is an integer multiple of 2π to explain why
for 1 ≤ k < n we know (ωn)k 6= 1.

2. Explain why for k 6= j and 1 ≤ j, k < n we must have (ωn)j 6= (ωn)k.
3. Prove: For any n > 1, Q(ωn) is the root field for −1 + xn.
4. Suppose now we have a(x) = −s+xn where a(x) ∈ Q[x]. Show that for each 1 ≤ k ≤ n

the element n
√
s(ωn)k is a root of a(x).

5. Prove that Q( n
√
s, ωn) is the root field of a(x) = −s+ xn when s ∈ Q.



Chapter 10
Galois Theory

The quest to find roots of polynomials over a field, such as Q or R, has a rich history,

beginning with Mesopotamian solutions ([25]) of quadratics and continuing to this day with

efforts to find more efficient algorithms. It even included contests between mathematicians

to see who could solve the most equations, and of highest degree ([25])! In 1823 Niels Abel

(see Chapter 1) proved that there is no algebraic solution for a general polynomial of 5th

degree or higher ([25]). Then only a few years later in 1832 Évariste Galois wrote down the

basics of a theory that uses an interaction between groups and fields to help understand

which polynomials can be solved “by radicals” ([25]). Understanding how groups become

involved, called Galois Groups, is the goal of this chapter.

There are a few assumptions we need in place throughout the chapter. We assume that

every field is either finite or has characteristic 0 , which guarantees that irreducible

polynomials are separable. Also whenever we discuss a root field, we assume it is the root

field for a nonconstant polynomial.

10.1 Isomorphisms and Extension Fields

Homomorphisms between rings can be difficult to find, but polynomials will help us find a

variety of isomorphisms between fields.

Example 10.1 Consider the polynomial p(x) = 2 + x2 ∈ Q[x]. Eisenstein’s Criterion tells
us p(x) is irreducible over Q, and the roots of this polynomial are

√
−2 and −

√
−2. Thus

p(x) is the minimum polynomial for
√
−2 and for −

√
−2, so by Theorem 9.13 we know that

Q
(√
−2
)

=
{
a+ b

√
−2 : a, b ∈ Q

}
and Q

(
−
√
−2
)

=
{
a− b

√
−2 : a, b ∈ Q

}
. You should be

able to verify that Q
(
−
√
−2
)

= Q
(√
−2
)

since
√
−2 ∈ Q(−

√
−2) and −

√
−2 ∈ Q(

√
−2).
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But why discuss both
√
−2 and −

√
−2 when they create the same field Q(

√
−2)? The

two different roots show us how to create an isomorphism from the field Q(
√
−2) to itself.

Consider the following function:

f : Q
(√
−2
)
→ Q

(√
−2
)

where f
(
a+ b

√
−2
)

= a− b
√
−2

Suppose y ∈ ker(f), then y = a+b
√
−2 for some a, b ∈ Q, and f(y) = 0 or a−b

√
−2 = 0.

If b 6= 0 then we have a polynomial of degree 1 in Q[x] with
√
−2 as a root, which is

impossible since p(x) is the minimum polynomial for
√
−2 over Q. Thus b = 0 and we must

have a = 0 as well, so y = 0 and ker(f) = {0}. Hence f is one to one by Theorem 5.30.
Also for any element w ∈ Q

(
−
√
−2
)

we know w = a− b
√
−2 for some a, b ∈ Q. But using

the same a and b we have a + b
√
−2 ∈ Q

(√
−2
)

with f(a + b
√
−2) = w. Hence f is onto

and therefore f is a bijection.

You will show f is also a homomorphism in an exercise, and therefore f is an isomorphism.

Definition 10.2 Let K be a field and f : K → K be a function.

If f is an isomorphism we say that f is an automorphism of K .

The function we defined in Example 10.1 has many interesting properties. Notice that f

is an automorphism of Q
(√
−2
)

that is not the identity function since f
(√
−2
)

= −
√
−2

and f
(
−
√
−2
)

=
√
−2. Also for any a ∈ Q we see f(a) = a. Thus every element of Q is

fixed by f .

Definition 10.3 Let K be a field and E1, E2 be extension fields of K.

If f : E1 → E2 is an isomorphism with f(a) = a for every a ∈ K, then

we say that f fixes K .

Notice in Example 10.1 that f maps each root of p(x) = 2 + x2 to another root of p(x).

This will be a key for finding automorphisms of the root field of a polynomial.

Theorem 10.4

Let K1,K2 be fields, f : K1 → K2 an isomorphism, and p(x) ∈ K1[x] irreducible over K1.

Then there exist extension fields K1(c1) and K2(c2) with the following properties:

(i) c1 is a root of p(x) and c2 is a root of f(p(x)) (as defined in Theorem 7.28).
(ii) There is an isomorphism g : K1(c1)→ K2(c2) with g(c1) = c2, and for every

a ∈ K1, g(a) = f(a).
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Proof Suppose K1,K2 are fields, f : K1 → K2 is an isomorphism, and p(x) ∈ K1[x]
irreducible over K1. We can assume p(x) is monic since otherwise we replace p(x) with its
monic associate, which has the same roots by Theorem 8.5.

By Theorem 9.7 we know there exists an extension of K1 that has a root for p(x), call it
c1. Thus c1 is algebraic over K1 with minimum polynomial p(x), so by Theorem 9.5 K1(c1)
exists. Similarly, we know by Theorem 8.14 that f(p(x)) is irreducible over K2, and by
Theorem 6.15 that f(p(x)) is also monic. Thus there exists c2 a root of f(p(x)) and extension
field K2(c2). Assume that deg(p(x)) = n for some n > 0, and thus deg(f(p(x))) = n as
mentioned after Theorem 7.30. Also f(p(x)) is the minimum polynomial for c2 over K2.

The homomorphisms f and hc2 (from Theorem 7.35) will help us define our isomorphism
g. Every nonzero element y ∈ K1(c1) is uniquely defined as u(c1) for some u(x) ∈ K1[x]
where deg(u(x)) < n. Thus we can define g : K1(c1) → K2(c2) by g(y) = g(u(c1)) =(
hc2 ◦ f

)
(u(x)). If y = 0K1

then we use u(x) = 0(x), the zero polynomial. But as f(0(x)) =
0(x) this guarantees that g(0K1

) = 0K2
.

The map g is uniquely defined since there is only one u(x) ∈ K1[x] where deg(u(x)) < n
(or u(x) = 0(x)) with y = u(c1). Also since f and hc2 are both homomorphisms, it is clear
that g is also a homomorphism. An exercise at the end of the chapter asks you to show that
g(c1) = c2, and for any a ∈ K1 we have g(a) = f(a). Thus we only need to show that g is
a bijection to complete the proof.

Suppose y ∈ ker(g). We already know that 0K1
∈ ker(g), so assume that y 6= 0K1

. Then
y = b(c1) for some b(x) ∈ K1[x] with deg(b(x)) < n and g(y) = 0K2

as g(b(c1)) = f(b(c2)).
Now f(b(c2)) = 0K2

so c2 is a root of f(b(x)) ∈ K2[x]. But deg(f(b(x)) < n, which
contradicts that f(p(x)) is the minimum polynomial for c2 over K2 as noted previously.
Thus ker(g) = {0K1

} and g is one to one.

Finally, let w ∈ K2(c2) with w 6= 0K2
. There is a polynomial b(x) ∈ K2[x] with w =

b(c2) and deg(b(x)) < n. But f is onto by Theorem 7.30, so there is q(x) ∈ K1[x] with
f(q(x)) = b(x). Since deg(q(x)) = deg(f(q(x)), then deg(q(x)) < n. Now q(c1) ∈ K1(c1)
and g(q(c1)) = f(q(c2)) = b(c2) = w, so g is onto. Therefore g is an isomorphism. �

Example 10.5 Consider the field K1 = K2 = Q
(√
−2
)

and recall that [K1 : Q] = 2. In

Example 10.1 we found an isomorphism f : K1 → K2 defined by f
(
a+ b

√
−2
)

= a−b
√
−2.

Consider the polynomial p(x) = −5 + x3 ∈ K1[x]. We know p(x) is irreducible over Q
by Eisenstein’s Criterion and has root c1 = 3

√
5, so [Q(c1) : Q] = 3. If c1 ∈ K1 then

Q(c1) ⊆ K1, so by Theorem 9.22 we would have [K1 : Q] = [K1 : Q(c1)][Q(c1) : Q]. But
then 2 = [K1 : Q(c1)](3) which is impossible. Thus p(x) is irreducible over K1.

Now f(p(x)) = p(x) easily, so if we use c1 = 3
√

5 and c2 = −
3
√
5

2

(
1 +
√
−3
)

(found in

Example 9.24) then Theorem 10.4 tells us K1( 3
√

5) ∼= K1(−
3
√
5

2 (1 +
√
−3)). As [K1(c1) :

K1] = 3, we know every element y ∈ K1(c1) is of the form y = b(c1) = b0 + b1c1 + b2c
2
1

with bi ∈ K1. But also b0 = r0 + r1
√
−2, b1 = d0 + d1

√
−2, and b2 = q0 + q1

√
−2 where

ci, di, qi ∈ Q. Thus we can calculate g(y) as shown.



280 Chapter 10 Galois Theory

g(y) = g(b0 + b1( 3
√

5) + b2( 3
√

5)2)

= f(b0) + f(b1)(−
3
√
5

2

(
1 +
√
−3
)
) + f(b2)(−

3
√
5

2

(
1 +
√
−3
)
)2

= (r0 − r1
√
−2) + (d0 − d1

√
−2)(−

3
√
5

2

(
1 +
√
−3
)
)

+(q0 − q1
√
−2)(−

3
√
5

2

(
1 +
√
−3
)
)2

A simpler example brings up a very important special case of this theorem.

Example 10.6 Consider the field Q = K1 = K2 with the identity function ε : Q → Q. We

again use roots of the irreducible polynomial p(x) = −5+x3, namely 3
√

5 and −
3
√
5

2 (1+
√
−3).

Theorem 10.4 tells us that the fields Q
(

3
√

5
)

and Q
(
−

3
√
5

2 (1 +
√
−3)

)
are isomorphic, and

the isomorphism can be written as:

g(a+ b 3
√

5 + c 3
√

25) = a+ b(−
3
√
5

2 (1 +
√
−3)) + c

(
−

3
√
5

2 (1 +
√
−3)

)2
.

But unlike Example 10.1 the extension fields created here are not the same. In Exam-

ple 9.24 we proved that −
3
√
5

2 (1 +
√
−3) /∈ Q

(
3
√

5
)
.

Having the identity function as the initial isomorphism in Theorem 10.4 will be impor-

tant, so we state the result as a separate theorem.

Theorem 10.7

Let K be a field and p(x) ∈ K[x] an irreducible polynomial.

If c1 and c2 are roots of p(x) in some extension of K, then K(c1) ∼= K(c2) where the
isomorphism g : K(c1)→ K(c2) maps g(c1) = c2 and fixes K.

Example 10.8 Consider the finite field K = Z3 and p(x) = 2 + 2x+ x2 from Example 9.15.
With a root c in an extension field we found the elements of Z3(c).

Z3(c) = {0, 1, 2, 0 + c, 1 + c, 2 + c, 0 + 2c, 1 + 2c, 2 + 2c}

Since 1 + 2c is the other root of p(x) by Theorem 10.7, there is an automorphism g :
Z3(c) → Z3(c) where g(c) = 1 + 2c and g fixes Z3. For any element u+ vc ∈ Z3(c) we can
calculate g(u+ vc) as seen next.

g(u+ vc) = g(u) + g(v)g(c) = u+ vg(c) = u+ v(1 + 2c) = (u+ v) + (2v)c

In Theorem 10.7 we began with two roots of the same irreducible polynomial over the

field K to create extensions of K and an isomorphism between them fixing K. Do we need

to start with roots of the same polynomial to do this?
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Theorem 10.9

Let K be any field and E1, E2 extension fields of K, with f : E1 → E2 an isomorphism
fixing K. If p(x) ∈ K[x] and c ∈ E1 is a root of p(x), then f(c) ∈ E2 is also a root of p(x).

Proof Let K be a field and E1, E2 two extensions of K, with f : E1 → E2 an isomorphism
fixing K. Suppose p(x) ∈ K[x] and c ∈ E1 is a root of p(x). Thus p(c) = 0E1

= 0K , and
so by f a homomorphism f(p(c)) = f(0E1

) = 0E2
= 0K as well. But since f fixes K and

p(x) ∈ K[x], then f(p(x)) = p(x). Thus 0K = p(f(c)), so f(c) is a root of p(x). �

The previous theorem tells us we could not find an isomorphism between Q(
√
−2) and

Q
(

3
√

5
)
. If there was an isomorphism f then f(

√
−2) must also be a root of 2 +x2. But the

elements of Q
(

3
√

5
)

are of the form a+ b 3
√

5 + c 3
√

25, and you will show in an exercise that

none of these elements can be a root of 2 + x2.

10.2 Automorphisms of Root Fields

Recall from Theorem 8.27 that for any nonconstant a(x) ∈ K[x] we found that a(x) can

have at most deg(a(x)) distinct roots in an extension field of K. If we remove the restriction

that the roots be distinct we can be more precise.

Theorem 10.10

Let K be a field and a(x) ∈ K[x]. If deg(a(x)) = n > 0, then a(x) has exactly n roots in
its root field.

Proof Let K be a field and a(x) ∈ K[x] with deg(a(x)) = n > 0. Let E denote the root field
of a(x) over K. By Definition 9.23, we can write a(x) = b1(x)b2(x) · · · bt(x) where bi(x) ∈
E[x] and deg(bi(x)) = 1 for each i. But deg(a(x)) = deg(b1(x))+deg(b2(x))+· · ·+deg(bt(x))
by Theorem 7.20, so t = n.

For each i we can write bi(x) = di0 + di1x for some di0, di1 ∈ E. As deg(bi(x)) = 1 we
have di1 6= 0E , so ui = di0(di1)−1 is a root of bi(x). By Theorem 8.15 each ui is a root of
a(x), so there are exactly n (not necessarily distinct) roots for a(x). �

Example 10.11 Consider the polynomial p(x) = −1 + x3 ∈ Q[x]. The number 1 is clearly a
root, but according to Theorem 10.10, there must exist two more roots of p(x), that is, two
more “cube roots” of the number 1. How do we find them?

The first step is to factor out −1 +x since we know that 1 is a root, p(x) = (−1 +x)(1 +
x + x2). Thus we need to find the roots of 1 + x + x2, and we use the quadratic formula
since we are working over Q. Thus we have a = 1, b = 1, c = 1 and the three roots are:
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1, −1+
√
−3

2 and −1−
√
−3

2

There seems to be a strong similarity between these and the roots of p(x) = −5 + x3

found in Example 9.24. (Project 9.8 helps us see why.)

Root fields have special properties that we will use to create the needed automorphisms

of those fields. The most important of these properties hinges on knowing a very precise

way to write the elements of a root field. For a polynomial a(x) ∈ K[x], its root field is a

finite extension of K of the form K(c1, c2, . . . cn) where the ci are all of the roots of a(x) in

any extension of K. Also from the proof of Theorem 9.22, the basis for K(c1, c2, . . . cn) over

K is the set of all elements of the form ci11 c
i2
2 . . . c

in
n . Hence each element of K(c1, c2, . . . cn)

can be expressed as a finite sum as follows.∑
kic

i1
1 c

i2
2 . . . c

in
n with ki ∈ K and ij ≥ 0

Theorem 10.12

Suppose that K is a field and E1, E2 are both finite extensions of K. If there exists an
isomorphism f : E1 → E2 which fixes K, and E1 is the root field of a polynomial p(x) ∈
K[x], then E1 = E2.

Proof Suppose that K is a field and E1, E2, are both extensions of K. Assume we have
an isomorphism f : E1 → E2 which fixes K, and that E1 is the root field of a polynomial
p(x) ∈ K[x]. Let the distinct roots of p(x) be denoted by c1, c2, . . . cm so every element
d ∈ E1 has the form shown, and using the fact that f is an isomorphism fixing K, the
following holds:

d =
∑
kic

i1
1 c

i2
2 · · · cimm

f(d) = f
(∑

kic
i1
1 c

i2
2 · · · cimm

)
=

∑
kif(c1)i1f(c2)i2 · · · f(cm)im .

From Theorem 10.9 each f(cj) is one of c1, c2, . . . cm. Thus we again have f(d) ∈ E1, so
f(E1) ⊆ E1. But since f is onto, E2 = f(E1) so E2 ⊆ E1. An exercise at the end of the
chapter asks you to verify that E1 ⊆ E2 and thus E1 = E2 as needed. �

The previous theorem tells us that the only way to make an isomorphism (fixing K)

from the root field of p(x) ∈ K[x] to another field is to make an automorphism of the root

field. Obviously the identity function will always be such an automorphism, but is not very

interesting. In Example 10.1 the root field of 2+x2 was found to be Q
(√
−2
)
, and we found

an automorphism of Q
(√
−2
)

that is not the identity. Can we always do this? The final

step we need to guarantee it is next.
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Theorem 10.13

Suppose K is a field and E is the root field for some nonconstant p(x) ∈ K[x]. Suppose
L1 and L2 are finite extension fields of K with K ⊆ L1 ⊆ E. If there exists f : L1 → L2

an isomorphism fixing K, then L2 ⊆ E and there exists an automorphism g of E, with
g(a) = f(a) for all a ∈ L1.

Proof Suppose K is a field and E is the root field for some nonconstant p(x) ∈ K[x]. Assume
we have finite extension fields L1 and L2 of K with K ⊆ L1 ⊆ E and an isomorphism
f : L1 → L2 fixing K. Since E is a finite extension of K it is also a finite extension of L1

(an exercise in Chapter 9), so E = L1(c) for some c ∈ E by Theorem 9.34.

Let q(x) ∈ L1[x] be the minimum polynomial of c over L1. Then f(q(x)) ∈ L2[x] is
irreducible over L2 by Theorem 8.14 and has a root b in some extension of L2. By Theo-
rem 10.4 there is an isomorphism g : L1(c)→ L2(b) which maps c to b, and for each y ∈ L1,
g(y) = f(y). Since f fixes K, then g also fixes K. But L1(c) is the root field of p(x), so by
Theorem 10.12 E = L2(b). This tells us that L2 ⊆ E , and we have g as an automorphism
of E fixing K with g(a) = f(a) for all a ∈ L1. �

Putting together the results in Theorems 10.7 and 10.13 we can finally prove that a

nonidentity automorphism always exists when K is not already the root field of the given

irreducible polynomial. The proof of this theorem is an exercise at the end of the chapter.

Theorem 10.14

Suppose K is a field, E is the root field of a polynomial in K[x], and p(x) ∈ K[x] is
irreducible over K with deg(p(x)) > 1.

For any two distinct roots c1, c2 ∈ E of p(x), there exists an automorphism of E fixing
K, mapping c1 to c2.

Example 10.15 In Example 10.11 we found the roots of −1+x3 ∈ Q[x] to be 1, −1+
√
−3

2 , and
−1−

√
−3

2 . Notice that the root field of p(x) is Q
(

1, −1+
√
−3

2 , −1−
√
−3

2

)
= Q

(
−1+

√
−3

2

)
since

−1−
√
−3

2 = −1−
(
−1+

√
−3

2

)
.

But Theorem 10.14 only guarantees we can create automorphisms with roots of an

irreducible polynomial. We saw −1+x3 is reducible in Example 10.11, so any automorphism

of Q
(
−1+

√
−3

2

)
fixing Q maps −1+

√
−3

2 to a root of 1+x+x2, since 1+x+x2 is the minimum

polynomial for −1+
√
−3

2 over Q.

One last fact about root fields, which we need later, completes this section.
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Theorem 10.16

Suppose K is a field and E is the root field of p(x) ∈ K[x]. If the irreducible polynomial
a(x) ∈ K[x] has one root in E, then every root of a(x) is in E.

Proof Suppose K is a field and E is the root field of p(x) ∈ K[x]. Assume an irreducible
polynomial a(x) ∈ K[x] has one root in E, call it c, and let d be another root of a(x). Recall
that by Theorem 10.7 we know K(c) ∼= K(d) with an isomorphism f that fixes K and
f(c) = d. Now K ⊆ K(c) ⊆ E and K ⊆ K(d), so by Theorem 10.13 we know K(d) ⊆ E.
Thus d ∈ E as well.

�

10.3 The Galois Group of a Polynomial

In this section, we consider groups of automorphisms of a root field.

Example 10.17 In Example 10.8 we found that E = Z3(c) is the root field for p(x) =
2 + 2x+ x2. We also have two automorphisms of E that fix Z3, the identity function ε, and
the function α where α(u+ vc) = (u+ v) + (2v)c. Could there be other automorphisms of
E?

Suppose there is another automorphism of E that fixes Z3, call it β. Then for any element
u+ vc ∈ Z3(c) we calculate β(u+ vc) as shown.

β(u+ vc) = β(u) + β(v)β(c) = u+ vβ(c)

Theorem 10.9 tells us that β(c) must be another root of the same minimum polynomial
2+2x+x2, so the only choices are β(c) = c or β(c) = 1+2c. Hence either β(u+vc) = u+vc
or β(u+ vc) = (u+ v) + (2v)c and thus β ∈ {ε, α}.

Consider composition of functions on the set {ε, α}. Since ε is the identity function
ε ◦ ε = ε is clear, as well as ε ◦ α = α and α ◦ ε = α. The next computation shows us that
α ◦ α = ε.

(α ◦ α)(u+ vc) = α((u+ v) + (2v)c) = (u+ v + 2v) + 2(2v)c = u+ vc

Thus composition is an operation on the set {ε, α}. Composition of functions is associative

and from our computations we know ε−1 = ε and α−1 = α. Thus we have a group of

automorphisms of Z3(c) fixing Z3. This example leads us to the next theorem.

Theorem 10.18

Let K be a field and p(x) ∈ K[x]. If E is the root field of p(x) over K, then the set of all
automorphisms of E fixing K is a group under composition.
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Proof Let K be a field and p(x) ∈ K[x]. Assume E is the root field of p(x) over K. Define
the set G as follows:

G = {α : α is an automorphism of E fixing K}.

The identity function ε is clearly in G, so G 6= ∅. Let α, β ∈ G. As both α and β are
bijections from E to E, then α ◦ β is a bijection from E to E by Theorem 0.18 and α ◦ β is
a homomorphism (an exercise in Chapter 4). To see that α ◦ β fixes K, let a ∈ K:

(α ◦ β)(a) = α(β(a)) = α(a) = a.

Thus K is fixed by α ◦ β. Hence α ◦ β ∈ G and composition is an operation on G.
Composition is associative (an exercise in Chapter 2), and so we only need to show each
element of G has an inverse in G. For any α ∈ G, as seen after Definition 0.15, there exists
a bijective function α−1 : E → E so that α ◦ α−1 = ε = α−1 ◦ α. In an exercise at the end
of the chapter you are asked to verify that α−1 is also a homomorphism and fixes K. Hence
α−1 ∈ G, and thus G is a group under composition. �

Definition 10.19 Let K be a field and p(x) ∈ K[x] with root field E.

The group of automorphisms of E fixing K is called the Galois group

of E over K , denoted by Gal
(
E/K

)
. It can also be called the Galois

group of p(x) over K .

From Example 10.17 we can say that Gal
(Z3(c)/Z3

)
= {ε, α} where ε is the identity

function and α(c) = 1 + 2c. Notice that [Z3(c) : Z3] = 2, and there are exactly two elements

in our Galois group. Is this a coincidence?

Theorem 10.20

Let K be a field and E the root field for some p(x) ∈ K[x]. The number of automorphisms
of E fixing K is equal to [E : K].

Proof Suppose K is a field, and E the root field for some p(x) ∈ K[x]. If E = K then
Gal

(
E/K

)
= {ε} since the automorphisms fix K. But also [E : K] = 1 so the conclusion of

the theorem holds in this case. Now suppose that [E : K] = n > 1.

Since E is a finite extension of K (definition of a root field), by Theorem 9.34 E = K(c)
for some c /∈ K. As [E : K] = n, then {1K , c, c2, . . . , cn−1} is a basis for E over K by
Theorem 9.20. For y ∈ E and α ∈ Gal

(
E/K

)
, α(c) completely determines α(y).
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y = a0 + a1c+ · · ·+ an−1c
n−1

α(y) = α(a0) + α(a1c) + · · ·+ α(an−1c
n−1)

= a0 + a1α(c) + · · ·+ an−1(α(c))n−1

Let s(x) be the minimum polynomial for c over K, then by Theorem 9.20 deg(s(x)) = n.
Also, let L be the root field for s(x) over K. By Theorem 10.16 we must have L ⊆ E. But
c ∈ L, K ⊆ E, and E = K(c), so E ⊆ L as well or E = L. Thus E is also the root field for
s(x) over K.

Since s(x) is separable it has exactly n distinct roots in E. By Theorem 10.7, for any
root di of s(x) there is an automorphism of E fixing K that maps c to di. This gives us n
different automorphisms of E fixing K. However, if β ∈ Gal

(
E/K

)
then by Theorem 10.9

β(c) must be a root of s(x) as well, so β must have been one of the automorphisms we
previously found. Thus there are exactly n automorphisms of E fixing K. �

Example 10.21 In Example 9.27 we found the root field of −5 + x3 over K = Q to be
E = Q

(
3
√

5,
√
−3
)

and a basis of E as
{

1, 3
√

5, 3
√

25,
√
−3, ( 3

√
5)(
√
−3), ( 3

√
25)(
√
−3)

}
. As

in the previous proof, for α ∈ Gal
(
E/K

)
, the elements α

(
3
√

5
)

and α
(√
−3
)

completely

determine α(y) for any y ∈ E. Since the minimum polynomial of 3
√

5 over Q is −5 + x3,
then we must have one of the following:

α
(

3
√

5
)

= 3
√

5, α
(

3
√

5
)

= − 3
√
5

2 (1 +
√
−3), or α

(
3
√

5
)

= − 3
√
5

2 (1−
√
−3).

Similarly, the minimum polynomial for
√
−3 is 3 + x2, so we know α

(√
−3
)

=
√
−3 or

α
(√
−3
)

= −
√
−3. This helps us describe the following automorphisms. In an exercise at

the end of the chapter you are asked to verify that {ε, α, β, δ, ϕ, σ} is a group and create its
Cayley table.

ε
(

3
√

5
)

= 3
√

5 α
(

3
√

5
)

= − 3
√
5

2 (1 +
√
−3)

ε
(√
−3
)

=
√
−3 α

(√
−3
)

=
√
−3

β
(

3
√

5
)

= − 3
√
5

2 (1−
√
−3) δ

(
3
√

5
)

= 3
√

5

β
(√
−3
)

=
√
−3 δ

(√
−3
)

= −
√
−3

ϕ
(

3
√

5
)

= − 3
√
5

2 (1 +
√
−3) σ

(
3
√

5
)

= − 3
√
5

2 (1−
√
−3)

ϕ
(√
−3
)

= −
√
−3 σ

(√
−3
)

= −
√
−3

Each of these possibilities makes an automorphism of E = Q
(

3
√

5,
√
−3
)
, fixing Q. How-

ever, it is not obvious that these maps will send all of the roots of our polynomial −5 + x3

back to other roots. For ϕ the next steps show that ϕ
(
− 3
√
5

2

(
1 +
√
−3
))

= 3
√

5. Be sure you
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can calculate ϕ
(
− 3
√
5

2

(
1−
√
−3
))

as well. In exercises at the end of the chapter, you will be

asked to repeat this for the other automorphisms. Notice that we have six automorphisms
of E fixing Q and that [E : Q] = 6 as we expected.

ϕ
(
− 3
√
5

2

(
1 +
√
−3
))

= ϕ
(
− 3
√
5

2

)
ϕ
(
1 +
√
−3
)

= ϕ
(−1

2

)
ϕ
(

3
√

5
) [
ϕ(1) + ϕ

(√
−3
)]

= −1
2

[
− 3
√
5

2

(
1 +
√
−3
)] [

1−
√
−3
]

=
3
√
5

4

(
1 +
√
−3
) (

1−
√
−3
)

= 3
√

5

Each automorphism of E = Q
(

3
√

5,
√
−3
)

corresponds to a specific permutation of the

roots of −5 + x3. We show this permutation for ϕ next, and will write “ϕ =” instead of

constantly referring to it as the permutation corresponding to ϕ from now on.

ϕ =

(
3
√

5 − 3
√
5

2

(
1 +
√
−3
) − 3

√
5

2

(
1−
√
−3
)

− 3
√
5

2

(
1 +
√
−3
)

3
√

5 − 3
√
5

2

(
1−
√
−3
) )

Thus the Galois group of a polynomial corresponds to a group of permutations of the

roots of the polynomial. As there are only finitely many roots for a polynomial, we will

always have a corresponding finite group of permutations of the roots. Note, however, that

the degree of the polynomial is not always the number of automorphisms for the root field.

Now that we have defined the Galois group of a polynomial, a finite group of automor-

phisms, it is natural to consider subgroups of this group. Subgroups give us information

about the root field that will be important in the final chapter.

Example 10.22 Let E denote the root field of p(x) = −5 + x3, and G = Gal
(
E/Q

)
=

{ε, α, β, δ, ϕ, σ} as in the previous example. From the definition of the automorphisms ε, α,

and β we see that they each map the element
√
−3 back to itself, so they also fix the

entire field Q
(√
−3
)
. The other three elements of G = Gal

(
E/Q

)
do not fix Q

(√
−3
)
. An

exercise at the end of the chapter will ask you to verify that H = {ε, α, β} is a subgroup of

G = Gal
(
E/Q

)
.

Notice that only the members of the subgroup H fix the subfield Q
(√
−3
)
. Will every

subgroup of the Galois group relate to a subfield this way?

Theorem 10.23

Let K be a field and p(x) ∈ K[x] with root field E. Let G = Gal
(
E/K

)
. If H is a subgroup

of G then the set EH = {y ∈ E : α(y) = y for every α ∈ H} is a subfield of E and
K ⊆ EH ⊆ E. The field EH is called the fixed field for H .
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Proof Let K be a field and p(x) ∈ K[x] with root field E. Let G = Gal
(
E/K

)
and suppose

H is a subgroup of G. Define the set EH = {y ∈ E : α(y) = y for every α ∈ H}. We must
show that EH is a subfield of E. By definition of Gal

(
E/K

)
we know for each α ∈ Gal

(
E/K

)
and every y ∈ K, α(y) = y. Thus K ⊆ EH and EH 6= ∅.

Suppose y, z ∈ EH , and α ∈ H. We know α(y) = y, α(z) = z, and that α is a ho-
momorphism giving us the following steps. Thus EH is a subring of E by Theorem 4.33.

α(y + z) = α(y) + α(z) = y + z
α(yz) = α(y)α(z) = yz
α(−y) = −α(y) = −y

Since for any α ∈ H, α(1E) = 1E , by Theorem 6.15 then 1E ∈ EH . Also multiplication
in E is commutative, so EH is a commutative ring with unity. We only need to show that
each nonzero element of EH has an inverse in EH to complete the proof that EH is a
subfield of E. Suppose y ∈ EH , y 6= 0E , and α ∈ H, then (an exercise in Chapter 5) we
know α(y−1) = (α(y))−1 = y−1, so y−1 ∈ EH as well. Thus EH is a subfield of E and
K ⊆ EH ⊆ E. �

In Example 10.22 we found that the automorphisms fixing Q(
√
−3) create a subgroup

H of Gal
(
E/Q

)
. If we begin with any field L, K ⊆ L ⊆ E, can we always find a subgroup

of G = Gal
(
E/K

)
that fixes only those elements? A field L with K ⊆ L ⊆ E is called an

intermediate field between K and E.

Theorem 10.24

Let K be a field, p(x) ∈ K[x] with root field E, and G = Gal
(
E/K

)
. If L is a subfield of

E with K ⊆ L, then GL = {α ∈ G : for every y ∈ L,α(y) = y} is a subgroup of G. The
subgroup GL is called the fixer of L.

Proof Let K be a field and p(x) ∈ K[x] with root field E, and denote G = Gal
(
E/K

)
.

Suppose L is a subfield of E with K ⊆ L, and define GL = {α ∈ G : for every y ∈ L,α(y) =
y}. We know that the identity automorphism ε is in GL, so GL 6= ∅. To see that GL is closed
under composition and inverses, let α, β ∈ GL and y ∈ L.

The following steps guarantee α ◦ β, α−1 ∈ GL. Hence GL is a subgroup of G:

(α ◦ β)(y) = α(β(y)) = α(y) = y
y = (α−1 ◦ α)(y) = α−1(α(y)) = α−1(y). �

An interesting fact follows from the previous theorem. Suppose we begin with a subfield

L where K ⊆ L ⊆ E and E is the root field for some polynomial p(x) ∈ K[x]. Then E is

also the root field of p(x) over L since p(x) ∈ L[x]. Thus we can define the group Gal
(
E/L

)
just as we defined G = Gal

(
E/K

)
.
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An exercise at the end of the chapter asks you to verify that in this case we also have

Gal
(
E/L

)
⊆ Gal

(
E/K

)
and GL = Gal

(
E/L

)
.

10.4 The Galois Correspondence

Consider a field K, E the root field of a polynomial in K[x], and G = Gal
(
E/K

)
. If we

have an intermediate field L, then by Theorem 10.24, L determines a subgroup GL of G.

Also by Theorem 10.23 there is a fixed field EGL
between K and E. But did we create a

new field or did we end up with L again?

Theorem 10.25

Let K be a field, p(x) ∈ K[x] with root field E, and G = Gal
(
E/K

)
. If L is a subfield of E

with K ⊆ L ⊆ E, then L is the fixed field of GL, that is, EGL
= L.

Proof Let K be a field, p(x) ∈ K[x] with root field E, and G = Gal
(
E/K

)
. Assume L is a

subfield of E with K ⊆ L ⊆ E. We know that GL is a subgroup of G by Theorem 10.24, so
assume M is the fixed field of GL. We must show that L = M .

Let y ∈ L. For every α ∈ GL we know α(y) = y, so by definition of M , y ∈ M and
L ⊆ M ⊆ E. We need to show that M ⊆ L as well, so assume for a contradiction that we
have some element z ∈ M with z /∈ L. Since z is algebraic over K it is also algebraic over
L, and thus there is a minimum polynomial for z over L, b(x) ∈ L[x]. Since z /∈ L then
deg(b(x)) > 1, and so there is also a different root, w, for b(x) (since b(x) is separable) by
Theorems 9.31 and 9.33.

By 10.16 we know that w ∈ E, so Theorem 10.7 tells us there is an isomorphism from
L(z) to L(w), fixing L mapping z to w. By Theorem 10.13 there is an automorphism, α, of
E fixing L that maps z to w. Since α fixes L we have α ∈ GL. But α(z) 6= z which means
z /∈M , a contradiction. Thus L = M as needed, and L = EGL

. �

Example 10.26 Consider again the root field of p(x) = −5 + x3, E = Q
(

3
√

5,
√
−3
)
. The

Galois group of p(x) over Q is G = {ε, α, β, δ, ϕ, σ} as found in Example 10.21. H = {ε, δ}
is a subgroup of G, so how do we find the fixed field of H, that is, EH?

The basis for E over Q is
{

1, 3
√

5, 3
√

25,
√
−3, 3
√

5
√
−3, 3
√

25
√
−3
}

so an arbitrary element

y ∈ Q
(

3
√

5,
√
−3
)

can be expressed with r, s, t, u, v, w ∈ Q as:

y = r + s
(

3
√

5
)

+ t
(

3
√

25
)

+ u
(√
−3
)

+ v
(

3
√

5
√
−3
)

+ w
(

3
√

25
√
−3
)
.

Using the fact that δ
(

3
√

5
)

= 3
√

5 we also know δ
(

3
√

25
)

= 3
√

25 so we calculate δ(y).

δ(y) = r + sδ
(

3
√

5
)

+ tδ
(

3
√

25
)

+ uδ
(√
−3
)

+ vδ
(

3
√

5
)
δ
(√
−3
)

+ wδ
(

3
√

25
)
δ
(√
−3
)

= r + s 3
√

5 + t 3
√

25− u
√
−3− v 3

√
5
√
−3− w 3

√
25
√
−3
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For y to be fixed by the automorphism δ it must be true that y = δ(y), or y − δ(y) = 0.
Simplifying the expression y − δ(y) = 0 gives us the following equation which must hold.

2u
(√
−3
)

+ 2v
(

3
√

5
√
−3
)

+ 2w
(

3
√

25
√
−3
)

= 0

Since the basis elements of E are linearly independent, this implies 0 = 2u = 2v = 2w,

or 0 = u = v = w. Thus the only elements that are fixed by δ are of the form y =

r+ s 3
√

5 + t 3
√

25. We already know that
{

1, 3
√

5, 3
√

25
}

is the basis for the field Q
(

3
√

5
)

over

Q. Thus EH = Q
(

3
√

5
)
. Exercises at the end of the chapter will ask you to find the fixed

fields for other subgroups of G.

In the previous example only ε and δ fix 3
√

5, which seems to imply that GEH
= H and

leads to our next theorem.

Theorem 10.27

Let K be a field, p(x) ∈ K[x] with root field E, and G = Gal
(
E/K

)
. If H is a subgroup of

G then the fixer of the field EH is H, that is, GEH
= H.

Proof Let K be a field, p(x) ∈ K[x] with root field E, and G = Gal
(
E/K

)
. Assume H is

a subgroup of G. By Theorem 10.23 we know that EH is the subfield of E fixed by every
element of H. Suppose that the fixer of EH is the subgroup J . We will show H = J .

Let α ∈ H. Since α fixes every element of EH , then α ∈ J and so H ⊆ J . We know H
and J are finite sets since G is finite, and J ⊆ H, so by Theorem 0.16 we only need to show
that |H| = |J | to complete the proof.

Assume |H| = m where H = {α1, α2, . . . , αm}. Let L = EH , then L is a field with
K ⊆ L ⊆ E and E is a root field over L as well. Thus J = GL = Gal

(
E/L

)
and so by

Theorem 10.20 [E : L] =
∣∣Gal (E/L)∣∣ = |J |. Since H ⊆ J we have |J | ≥ m so [E : L] ≥ m.

Since E is a finite extension of K, it is also a finite extension of L, so by Theorem 9.34
we can find c ∈ E with E = L(c). For each αi ∈ H we have αi(c) ∈ E and so we define the
following polynomial d(x) in E[x].

d(x) = (−α1(c) + x)(−α2(c) + x) · · · (−αm(c) + x)

As H is a subgroup of G, ε ∈ H, thus one factor of d(x) is (−c + x) and c is a root of
d(x). Each αi is an isomorphism from E to E, so by Theorem 7.30 we have a corresponding
isomorphism αi : E[x]→ E[x]. For any i ∈ {1, 2, . . . ,m} we calculate αi(d(x)) as shown.

αi(d(x)) = (αi(−α1(c)) + x)(αi(−α2(c)) + x) · · · (αi(−αm(c)) + x)
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As H is a group, each αi ◦ αt is again in H, and αi ◦ αt 6= αi ◦ αd when αt 6= αd. Thus
αi(d(x)) = d(x) but with the factors possibly in a different order, and so the coefficients
of d(x) are fixed by every αi ∈ H and d(x) ∈ L[x]. Since c is a root of d(x), the minimum
polynomial for c over L must divide d(x) by Theorem 9.12. Hence [E : L] ≤ m. Therefore
[E : L] = m = |J | so |H| = |J | and H = J as we needed to show. �

Thus these two theorems tell us there is a one to one correspondence matching the

subgroups of Gal
(
E/K

)
with the intermediate fields between K and E.

Example 10.28 Again, using the root field for −5 + x3 over Q we found G = Gal
(
E/Q

)
=

{ε, α, β, δ, ϕ, σ}. Subgroups of G must have a size dividing 6, by Theorem 3.9 (Lagrange’s
Theorem), so must have size 1, 2, 3, or 6. Clearly, we have H0 = {ε} and H5 = G as sub-
groups, as well as H1 = {ε, α, β} from Example 10.22 and H2 = {ε, δ} from Example 10.26.
You can verify that the only other subgroups are H3 = {ε, σ}, and H4 = {ε, ϕ}.

Notice that this tells us there are exactly six different fields L with Q ⊆ L ⊆
Q
(

3
√

5,
√
−3
)
. A small group of six elements told us all of the intermediate fields between

the infinite fields Q and Q
(

3
√

5,
√
−3
)
.

In exercises at the end of the chapter you will prove why EH0
= Q

(
3
√

5,
√
−3
)

and

EH5
= Q. We saw EH2

= Q
(

3
√

5
)

and EH1
= Q

(√
−3
)

in Examples 10.26 and 10.22.

More exercises at the end of the chapter ask you to find the fixed fields for H3 and H4,

completing the correspondence.

For E, a root field over K, and G = Gal
(
E/K

)
, we saw that an intermediate field L

between K and E gave us a subgroup H = Gal
(
E/L

)
. If H is a normal subgroup or L is

also a root field over K more can be said, giving us the final two theorems of this chapter.

Theorem 10.29

Let K be a field and E the root field for a polynomial over K. If L is a subfield of E
with K ⊆ L and L is a root field over K, then Gal

(
E/L

)
/ Gal

(
E/K

)
and Gal

(
L/K

) ∼=
Gal(E/K)/Gal(E/L).

Proof Let K be a field and E the root field for a polynomial over K. Assume L is a subfield
of E with K ⊆ L and L a root field over K. From an exercise in Chapter 9 we know E is
also a root field over L, so each of the groups Gal

(
E/K

)
, Gal

(
L/K

)
, and Gal

(
E/L

)
are

defined. The Fundamental Homomorphism Theorem (Theorem 3.36) will help us complete
the proof once we define an onto homomorphism f from Gal

(
E/K

)
to Gal

(
L/K

)
.

For each α ∈ Gal
(
E/K

)
we need to find its image f(α), an automorphism of L that fixes

K. An exercise at the end of the chapter asks you to verify that for each y ∈ L we have
α(y) ∈ L. Thus for any α ∈ Gal

(
E/K

)
, α(L) ⊆ L. Thus we have fields L and α(L) with α,
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an isomorphism from L to α(L). Since L is a root field over K by Theorem 10.12, we know
L = α(L). This tells us that any automorphism of E fixing K is also an automorphism of
L fixing K, when its domain is restricted to L. We write αL to denote the automorphism
we get when the domain of α is restricted to L.

Define f : Gal
(
E/K

)
→ Gal

(
L/K

)
by f(α) = αL.

An exercise at the end of the chapter asks you to prove that f is onto and a ho-
momorphism, so we will show that ker(f) = Gal

(
E/L

)
. By definition ker(f) = {α ∈

Gal
(
E/K

)
: f(α) = ε} where ε denotes the identity function from L to L. Thus for ev-

ery α ∈ ker(f), αL = ε and α fixes L. Hence α ∈ Gal
(
E/L

)
and ker(f) ⊆ Gal

(
E/L

)
.

But clearly if σ ∈ Gal
(
E/L

)
then σ fixes L and thus fixes K, so σ ∈ Gal

(
E/K

)
and f(σ) = σL = ε. Thus σ ∈ ker(f), and we have ker(f) = Gal

(
E/L

)
. Theo-

rem 3.35 tells us that Gal
(
E/L

)
/Gal

(
E/K

)
and by Theorem 3.36 (FHT) we can conclude

Gal
(
L/K

) ∼= Gal(E/K)/Gal(E/L). �

As part of the previous theorem we found: “If L is a root field over K then Gal
(
E/L

)
/

Gal
(
E/K

)
.” The converse of this statement is also true, and completes the chapter.

Theorem 10.30

Let K be a field, E the root field for a polynomial over K, and L an intermediate field
K ⊆ L ⊆ E. If Gal

(
E/L

)
/ Gal

(
E/K

)
then L is a root field over K.

Proof Let K be a field, E the root field for a polynomial over K, and L an intermediate
field K ⊆ L ⊆ E. Suppose we have H = Gal

(
E/L

)
/Gal

(
E/K

)
= G, then we need to show

that L is a root field over K. If L = K or L = E, the statement is true, so assume instead
that L 6= K and L 6= E. The first step of this proof is to show that for any β ∈ G we have
β(L) = L. This is an exercise at the end of the chapter.

We know L is a finite extension of K, so L = K(u) for some u ∈ E by Theorem 9.34.
Let p(x) ∈ K[x] be the minimum polynomial for u over K. Suppose L is not the root field
of p(x), then there is a root w of p(x) that is not in L. By Theorem 10.16, w ∈ E, so K(w)
is also an intermediate field between K and E. Now using Theorems 10.7 and 10.13 there
is an automorphism β of E fixing K which maps u to w. Thus β ∈ G and β(L) 6= L, giving
us a contradiction. Therefore L is the root field of p(x) over K as we needed to show. �

We can see these theorems in action in the examples used throughout this chapter, with

E = Q
(

3
√

5,
√
−3
)
. Notice that Q

(√
−3
)

is the root field of p(x) = 3 + x2 over Q, and the

subgroup H1 = {ε, α, β} is a normal subgroup of Gal
(
E/Q

)
by Theorem 3.20. However,
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Q
(

3
√

5
)

is not a root field over Q since it does not contain the other two roots of the

minimum polynomial for 3
√

5, and the subgroup H2 = {ε, δ} is not a normal subgroup of

Gal
(
E/Q

)
since αδα−1 /∈ H2.

In the final chapter of this text we will see how the relationship between permutation

groups and automorphisms of the root field of a polynomial helped Galois to discover which

polynomials are “solvable by radicals.”
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People in Mathematics

Évariste
Galois

Évariste Galois (1811 − 1832) was a French mathe-

matician who, even with tragically a short life and

issues with schooling, discovered some of the most so-

phisticated ideas of using groups and permutations

to solve polynomials. See more about him in [4], [55],

[54], [59], [3], and [63], and online at [60].

Galois was born during a a time of turmoil in

France, with war, revolution, and student rebellions,

so it is not surprising he was caught up in politics.

He was tutored by his mother until the age of 12,

then in 1823 he entered Lycée Louis-le-Grand, where

he was introduced to mathematics, reading works by

Legendre and Lagrange.

Galois wanted to attend the prestigious École

Polytechnique, but unfortunately did not pass the

entrance exam. Instead he began at the École Nor-

male, an inferior institution, but was able to use this

time to publish his first research paper. When he

started making discoveries that seemed to be very significant, he sent them to the Academy

of Science but Cauchy refused to accept them.

In 1829 Galois once again tried for École Polytechnique and was turned down, the specu-

lation being that he confused the examiner or the incompetence of the examiner infuriated

him to a point where he said or did something unacceptable. Galois then completed his

degree at École Normale but continued his mathematics studies. Galois wrote a memoir of

his equation theory, which was lost when he submitted it to Fourier for the Grand Prix of

the Academy. Unfortunately, Fourier died just after receiving it. Interestingly, this award

was given to Abel (see Chapter1) posthumously.

Galois finally published his papers that laid the foundation for what is now called Galois

Theory, but student rebellions were strong and Galois wrote a letter to a local magazine

about it. He was formally expelled, but quit school before it could be enacted. During

repeated arrests Galois continued his research, submitting work to Poisson in 1831 who

declared it incomprehensible, so Galois instead found a way to privately publish them.

In 1832 Galois began to collect all of his ideas in one place, writing letters to friends

the night before a duel. It is unclear if the duel is politically inspired or had to do with

a woman, but it does not make the tragedy any less. Galois died and was buried in an

unknown common grave. His work was finally published in 1846, fourteen years after his

death.
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Exercises for Chapter 10

Section 10.1 Isomorphisms and Extension Fields

In exercises 1− 10, either prove or disprove that the given function is a homomorphism. Be

sure to use a counterexample if disproving it.

1. f : Q(i)→ Q(i) defined by f(a+ bi) = a− bi.
2. f : Q(i)→ Q(i) defined by f(a+ bi) = a+ (2b)i.

3. f : Q(
√

2)→ Q(
√

3) defined by f(a+ b
√

2) = a+ b
√

3.

4. f : Q( 3
√

2)→ Q( 3
√

5) defined by f(a+ b 3
√

2 + c( 3
√

2)2) = a+ b 3
√

5 + c( 3
√

5)2.

5. f : Q(
√

7)→ Q(2 + i) defined by f(a+ b
√

7) = a+ b(2 + i).

6. f : Q(i)→ Q(
√

3) defined by f(a+ bi) = a+ b
√

3.

7. f : Z3(c)→ Z3(c) defined by f(a+ bc) = (a+3 b) + (2 ·3 b)c, where c is a root of the

irreducible polynomial p(x) = 2 + 2x+ x2.

8. f : Z5(c)→ Z5(c) defined by f(r+sc) = r+(4 ·5s)c where c is a root of the irreducible

polynomial p(x) = 2 + x2.

9. f : Z2(c)→ Z2(c) defined by f(a1 +a2c+a3c
2) = (a1 +2 a2)+(a2 +a3)c+(a1 +a3)c2,

where c is a root of the irreducible polynomial p(x) = 1 + x+ x3.

10. f : Z7(c)→ Z7(c) defined by f(r+sc) = r+(6 ·7s)c where c is a root of the irreducible

polynomial p(x) = 6 + 6x+ x2.

11. Prove that the function f defined in Example 10.1 is a homomorphism.

12. Complete the proof of Theorem 10.4 by showing that g(c1) = c2 and g(a) = f(a) for

any a ∈ K1.

13. To see why it was necessary to have an irreducible polynomial p(x) ∈ K[x] for Theo-

rem 10.7, consider the polynomial p(x) = (1 + 2x + x2)(1 + x2) in Q[x]. Show there

are roots c1, c2 of p(x) but there is no isomorphism between Q(c1) and Q(c2), which

fixes Q and maps c1 to c2.

14. Prove that no element of Q
(

3
√

5
)

can be a root of p(x) = −2 + x2 as discussed after

Theorem 10.9.

15. Explain why there is no isomorphism g : Q(3 + 2i)→ Q(
√

13) which fixes Q.

16. Explain why there is no isomorphism g : Q(1−
√
−5)→ Q(

√
7) which fixes Q.

17. Explain why there is no isomorphism g : Q(
√
−5)→ Q(i) which fixes Q.

Section 10.2 Automorphisms of Root Fields

18. Complete the proof of Theorem 10.12 by proving that E1 ⊆ E2. (Don’t forget E1 =

K(c1, c2, . . . , cm).)

19. Prove Theorem 10.14. Use Theorems 10.7 and 10.13 to help, and remember that p(x)

is separable.
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20. Use the polynomials p(x) = −3 + x2 and a(x) = (−3 + x2)(1 + x2) to show why a(x)

is required to be irreducible in Theorem 10.16.

21. Prove: If E is a root field over K and p(x) ∈ K[x] is irreducible over K with

deg(p(x)) > [E : K] then p(x) has no root in E.

22. Suppose p is a prime integer. Explain why the root field of −p+ xn over Q must also

contain every nth root of unity.

In each of exercises 23 − 32, use Theorem 10.12 to prove that no isomorphism can exist,

g : K(c)→ K(d) fixing K, for extension fields given.

23. Q(ω3) and Q( 3
√

2).

24. Q(
√

5) and Q(
√

3).

25. Q(i) and Q(
√

7).

26. Q(
√
−5) and Q( 3

√
5).

27. Q( 4
√

5) and Q(
√

5).

28. Z3(c) and Z3(d), where c is a root of p(x) = 1+x2 and d is a root of q(x) = 2+x+2x3.

29. Z5(c) and Z5(d), where c is a root of p(x) = 2 + 3x + x3 and d is a root of q(x) =

4 + 3x+ x2.

30. Z3(c) and Z3(d), where c is a root of p(x) = 1 + x2 and d is a root of q(x) =

2 + 2x+ 2x2 + x3.

31. Z7(c) and Z7(d), where c is a root of p(x) = 5 + 3x + 2x2 + x3 and d is a root of

q(x) = 6 + 6x+ x2.

32. Z11(c) and Z11(d), where c is a root of p(x) = 6 + 3x + 5x2 + x3 and d is a root of

q(x) = 10 + 9x+ x2.

Section 10.3 The Galois Group of a Polynomial

33. Complete the proof of Theorem 10.18, showing that if α ∈ G then α−1 is a homomor-

phism and fixes K.

34. Use E = Q( 3
√

5) to show that E must be the root field of a polynomial p(x) ∈ K[x]

in Theorem 10.20. How many automorphisms of E that fix Q are there?

in exercises 35− 44, find all of the automorphisms for the root field E of p(x) over K which

fix K, that is, find the elements of Gal
(
E/K

)
. Use Theorem 10.20 to help show you have

all of them.

35. p(x) = 1 + x2 over Z3.

36. p(x) = 1 + x+ x3 over Z2.

37. p(x) = 1 + x2 + x3 over Z2.

38. p(x) = 1 + x+ x2 over Q.
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39. p(x) = (−2 + x2)(−7 + x2) over Q.

40. p(x) = (1 + x2)(−5 + x2) over Q.

41. p(x) = (1 + x+ x2)(−2 + x2) over Q.

42. p(x) = (1 + x+ x2 + x3)(3 + x2) over Q.

43. p(x) = 1 + x4 over Q. (Hint: One of the roots for p(x) is 1√
2
(1 + i).)

44. p(x) = −1 + x5 over Q. (Look back at Project 9.8.)

In exercises 45− 54, create the Cayley table under composition for Gal
(
E/K

)
for the root

field E of p(x). (The elements were found in one of exercises 35− 44.)

45. p(x) = 1 + x2 over Z3.

46. p(x) = 1 + x+ x3 over Z2.

47. p(x) = 1 + x2 + x3 over Z2.

48. p(x) = 1 + x+ x2 over Q.

49. p(x) = (−2 + x2)(−7 + x2) over Q.

50. p(x) = (1 + x2)(−5 + x2) over Q.

51. p(x) = (1 + x+ x2)(−2 + x2) over Q.

52. p(x) = (1 + x+ x2 + x3)(3 + x2) over Q.

53. p(x) = 1 + x4 over Q.

54. p(x) = −1 + x5 over Q.

55. Create the Cayley table for G = {ε, α, β, δ, ϕ, σ} defined in Example 10.21 and verify

that G is a group under composition.

56. Using β from Example 10.21, calculate β
(
− 3
√
5

2

(
1 +
√
−3
))

, β
(
− 3
√
5

2

(
1−
√
−3
))

, and

β
(

3
√

5
)

then write β as a permutation of the roots of −5 + x3 as was done for ϕ.

57. Using α from Example 10.21, calculate α
(
− 3
√
5

2

(
1 +
√
−3
))

, α
(
− 3
√
5

2

(
1−
√
−3
))

, and

α
(

3
√

5
)

then write α as a permutation of the roots of −5 + x3 as was done for ϕ.

58. Using δ from Example 10.21, calculate δ
(
− 3
√
5

2

(
1 +
√
−3
))

, δ
(
− 3
√
5

2

(
1−
√
−3
))

, and

δ
(

3
√

5
)

then write δ as a permutation of the roots of −5 + x3 as was done for ϕ.

59. Using σ from Example 10.21, calculate σ
(
− 3
√
5

2

(
1 +
√
−3
))

, σ
(
− 3
√
5

2

(
1−
√
−3
))

, and

σ
(

3
√

5
)

then write σ as a permutation of the roots of −5 + x3 as was done for ϕ.

In exercises 60 − 69, for each element α ∈ Gal
(
E/K

)
for the root field E of p(x) ∈ K[x],

write α as a permutation of the roots of p(x) as was done in Example 10.21 (The elements

were found in one of exercises 35− 44.)

60. p(x) = 1 + x2 over Z3.

61. p(x) = 1 + x+ x3 over Z2.
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62. p(x) = 1 + x2 + x3 over Z2.

63. p(x) = 1 + x+ x2 over Q.

64. p(x) = (−2 + x2)(−7 + x2) over Q.

65. p(x) = (1 + x2)(−5 + x2) over Q.

66. p(x) = (1 + x+ x2)(−2 + x2) over Q.

67. p(x) = (1 + x+ x2 + x3)(3 + x2) over Q.

68. p(x) = 1 + x4 over Q.

69. p(x) = −1 + x5 over Q.

70. Verify that H in Example 10.22 is a subgroup.

71. Suppose K is a field and E is the root field of some p(x) ∈ K[x]. Prove: If L is a field

with K ⊆ L ⊆ E then Gal
(
E/L

)
⊆ Gal

(
E/K

)
and GL = Gal

(
E/L

)
.

Section 10.4 The Galois Correspondence

72. Suppose K is a field, E a root field over K, and G = Gal
(
E/K

)
. Prove: If H = {ε}

(where ε is the identity automorphism) then EH = E.

73. Suppose K is a field, E a root field over K, and G = Gal
(
E/K

)
. Prove: EG = K.

74. Find the fixed field for the subgroup H3 of G = Gal
(
E/Q

)
= {ε, α, β, δ, ϕ, σ} defined

in Example 10.28.

75. Find the fixed field for the subgroup H4 of G = Gal
(
E/Q

)
= {ε, α, β, δ, ϕ, σ} defined

in Example 10.28.

In exercises 76− 85, find every subgroup of Gal
(
E/K

)
for the root field E of p(x) ∈ K[x],

and find the fixed fields for each subgroup as described in Example 10.28. (Gal
(
E/K

)
found

in one of exercises 60− 69.)

76. p(x) = 1 + x2 over Z3.

77. p(x) = 1 + x+ x3 over Z2.

78. p(x) = 1 + x2 + x3 over Z2.

79. p(x) = 1 + x+ x2 over Q.

80. p(x) = (−2 + x2)(−7 + x2) over Q.

81. p(x) = (1 + x2)(−5 + x2) over Q.

82. p(x) = (1 + x+ x2)(−2 + x2) over Q.

83. p(x) = (1 + x+ x2 + x3)(3 + x2) over Q.

84. p(x) = 1 + x4 over Q.

85. p(x) = −1 + x5 over Q.
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86. Suppose K is a field, E the root field for a polynomial over K, and L is a field with

K ⊆ L ⊆ E. Prove: If L is a root field over K then for every y ∈ L and α ∈ Gal
(
E/K

)
we must have α(y) ∈ L.

87. Complete the proof of Theorem 10.29 by showing that the function f defined in the

proof is an onto homomorphism.

88. Complete the proof of Theorem 10.30 by showing that for any β ∈ G we have β(L) =

L. Use the fact that H / G and the group Gβ(L) to help.

Projects for Chapter 10

Project 10.1

Consider the polynomial a(x) = −1 + x7. We know its root field is Q(ω7) from Project 9.8.
Let G = Gal

(Q(ω7)/Q
)
.

1. Explain why [Q(ω7) : Q] = 6 and find a basis for Q(ω7) over Q.
2. Explain why each α ∈ G is completely described by its action on ω7.
3. Since ω7 must map back to a root of its minimum polynomial over Q, we can easily

describe the elements of G. Finish the descriptions and the Cayley table for G that
are given.

ε(ω7) = ω7

f(ω7) = (ω7)2

g(ω7) = (ω7)3

h(ω7) =
j(ω7) =
k(ω7) =

◦ ε f g h j k
ε ε f g h j k
f f
g g
h h
j j
k k

Don’t forget that the operation is composition, so (f ◦g)(ω7) = f (g(ω7)) = f((ω7)3) =
(f(ω7))3 = ((ω7)2)3 = (ω7)6. Also (ω7)7 = 1.

4. Show that G is a cyclic group and thus is abelian.

In fact, any root field of the form E = Q(ωn) will have Gal(E/Q) abelian, since if we
have f(ωn) = (ωn)t and g(ωn) = (ωn)v then (g ◦ f)(ωn) = (ωn)tv = (f ◦ g)(ωn).

5. Find all of the subgroups of G.
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Project 10.2

In Project 9.5 you found the root field for a(x) = (−(i+2)+x2)((i−2)+x2) over K = Q(i),
namely E = Q(u,w) where u =

√
i+ 2 and w =

√
−i+ 2.

1. How many distinct automorphisms of Q(u,w) which fix Q(i) must exist? Explain how
you knew this number.

2. Describe each automorphism in G = Gal(E/K) by its action on u and w, then show
the Cayley table for G.

3. Find all of the subgroups of G, verifying that each is in fact a subgroup.

Project 10.3

Consider the root field over Q for the polynomial a(x) = −2 + x3 which we know is E =
Q( 3
√

2, ω3) from Project 9.8. Recall that any α ∈ Gal(E/Q) is completely determined by
α( 3
√

2) and α(ω3).

1. If α ∈ Gal(E/Q) what are the possible choices for α( 3
√

2)? Don’t forget what the
minimum polynomial is for 3

√
2.

2. If α ∈ Gal(E/Q) what are the possible choices for α(ω3)? Don’t forget what the
minimum polynomial is for ω3.

3. Write each of the automorphisms in G = Gal(E/Q) by its action on 3
√

2 and ω3,
following the pattern started next.

ε : 3
√

2 → 3
√

2 α : 3
√

2 → 3
√

2 β : 3
√

2 → 3
√

2(ω3)
ω3 → ω3 ω3 → (ω3)2 ω3 → ω3

δ : 3
√

2 → 3
√

2(ω3) γ : 3
√

2 → κ : 3
√

2 →
ω3 → ω3 → ω3 →

4. Complete the Cayley table for G. Is G abelian?
Notice (α ◦ β)( 3

√
2) = α(β( 3

√
2)) = α( 3

√
2ω3) = α( 3

√
2)α(ω3) = 3

√
2(ω3)2.

◦ ε α β δ γ κ
ε ε α β δ γ κ
α α
β β
δ δ
γ γ
κ κ

5. Find all of the subgroups of G.



Projects for Chapter 10 301

Project 10.4

Use the Galois group G = Gal(Q(ω7)/Q) discovered in Project 10.1 to solve the problems of
this project.

1. List the four subgroups of G.
2. Prove that for any field E which is a root field over K, the identity automorphism of

E, ε, has E{ε} = E. (This is also Exercise 72.)
3. Prove that for any field E which is a root field over K, with G = Gal(E/K), we

have EG = K. (This is also Exercise 73.) Use Theorems 10.7 and 10.13 to help in a
contradiction proof.

Thus two of our four fixed fields for G = Gal(Q(ω7)/Q) are clear.

4. Write an arbitrary element y ∈ E in terms of the basis for E, then compute
f(y), h(y), k(y) simplifying the answers to again be written in terms of the basis el-
ements. Don’t forget that ω7 is a root of 1 + x + x2 + x3 + x4 + x5 + x6 so that
(ω7)6 = −1− ω7 − (ω7)2 − (ω7)3 − (ω7)4 − (ω7)5.

5. For an arbitrary y ∈ E, set y = f(y) and simplify to determine what an element of E
fixed by f must look like. (See Example 10.26.)

6. Repeat the previous question using g and k to see what elements they each fix.
7. Find the fixed fields of your subgroups defined in the first question of this project.

Project 10.5

Consider the group G = Gal(E/K), K = Q(i), and E = Q(u,w) where u =
√
i+ 2 and

w =
√
−i+ 2. The elements of G as well as the subgroups were found in Project 10.2.

1. List the subgroups of G again. Which two fixed fields can we already identify? (See
Project 10.4 or Exercises 72 and 73.)

2. Show how an arbitrary element y ∈ E can be expressed in terms of u and w (what is
the basis for E over Q(i)?), then for α, β, δ ∈ G, find α(y), β(y), δ(y). Remember to
simplify each image to be written in terms of the basis for E.

3. Determine what elements of E have α(y) = y, by equating correct coefficients of the
basis elements. Then find the appropriate fixed field this determines.

4. Repeat the previous problem for each of β and δ.
5. Use the fact that i2 = −1 to compute a simplified version of uw. Then use this to

rewrite the fixed field for {ε, δ}.



Project 10.6

Consider the group G = Gal(E/K), E = Q( 3
√

2, ω3), and K = Q. The elements of G as well
as the subgroups were found in Project 10.3.

1. List the subgroups of G again. Which two fixed fields can we already identify? (See
Project 10.4 or Exercises 72 and 73.)

2. Show how an arbitrary element y ∈ E can be expressed in terms of the basis for E
over Q, then for each automorphism α, δ, κ, find α(y), δ(y), κ(y), simplifying to express
each image in terms of the basis elements of E again. Remember that ω3 is a root of
1 + x+ x2 so we know (ω3)2 = −1− ω3.

3. Use the previous answers to determine what elements of E are fixed by each of α, δ, κ.
What are the appropriate fixed fields based on these results?

4. Repeat the previous steps for β and γ to determine the final fixed field for G.

Project 10.7

Suppose E is the root field of a polynomial over K and G = Gal
(
E/K

)
.

Define L = {u ∈ E: for all σ, τ ∈ G we have (σ ◦ τ)(u) = (τ ◦ σ)(u)}.

1. Prove that L is an intermediate field with K ⊆ L ⊆ E.
2. Let H = Gal(E/L). Show H / G.
3. Show that as a group, G/H is abelian. (Use cosets.)
4. Use all of the previous information with Theorems 10.29 and 10.30 to explain why

Gal(L/K) is abelian.



Chapter 11
Solvability

Degrees of field extensions and Galois groups can be used to show that some famous math-

ematical problems have no solution, as well as helping us determine what polynomials are

“solvable by radicals.” We begin with three construction problems from Euclidean geometry.

Each field in this chapter is an extension of Q unless otherwise stated.

11.1 Three Construction Problems

In Euclidean geometry there are many “constructions,” that is, theorems describing how

to construct points, from which a specific figure is created, using only an unmarked ruler

(straightedge) and compass (to draw circles). Three such problems evaded the efforts of

mathematicians for over 1,000 years [25], but the theorems of field extensions finally showed

they cannot be constructed. The construction problems are stated here first.

1. Doubling the Cube : If points already existed (were previously constructed) in space

as vertices of a cube, construct the points (vertices) for a cube with exactly double

the volume of the original cube.

2. Squaring the Circle : If a circle exists (its center and radius already constructed),

construct the points (vertices) needed to form a square with exactly the same area as

the circle.

3. Trisecting an Angle : For any angle that has been constructed (three points have

already been constructed with one as the vertex of the angle and the other two creating

rays from that vertex to define the angle), construct a line though the same vertex

that creates an angle of exactly one third the measure of the original angle.

Geometric constructions of this type follow very precise axioms and theorems (see [13]).

Points are found as intersections of lines, a line with a circle, or two circles, each con-
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structed from previous points. We can assume we have any point with rational coordinates

constructed, as exercises at the end of the chapter will help justify.

The coordinates of the points that are constructed, when adjoined to Q, create finite

extensions of Q with very special properties. In each situation we begin with Q or K, a

finite extension of Q created when the coordinates of previously constructed points are

adjoined.

1. Two Lines Intersecting : Suppose we have constructed two distinct, nonparallel

lines ax+ by = c, and ex+ fy = g, where the coefficients a, b, c, d, e, f, g already exist

in our field K (Q or a previous finite extension of Q), and that these two lines intersect

at some point (u, v). But this point (u, v) already has coordinates in the field K (an

exercise at the end of the chapter), so we do not need to extend K to include these

points.

2. A Line Intersecting a Circle : Suppose we have constructed a circle and a line

which intersect at a point (u, v). We can write the equations as x2+ax+y2+by+c = 0

and dx+ ey = f , where a, b, c, d, e, f are in our field K. Notice that at least one of d

or e must be nonzero, so assume d 6= 0. You will show, in an exercise at the end of

the chapter, that v is a root of the polynomial p(x) ∈ K[x] defined by:

p(x) = [(d−1f)2 + afd−1 + c] + [−2ef(d−1)2 − aed−1 + b]x+ [(d−1e)2 + 1]x2.

When p(x) is irreducible over K then [K(v) : K] = 2, and when p(x) is reducible over

K then [K(v) : K] = 1. Once v is adjoined to K, u = d−1(f − ev) and so u ∈ K(v).

Thus adjoining the coordinates of the intersection point to K results in a field exten-

sion K(v) with degree 1 or 2 over K.

3. Two Intersecting Circles: Suppose we have constructed distinct circles which in-

tersect at a point (u, v). The circles can be expressed as x2 + ax+ y2 + by+ c = 0 and

x2 + dx + y2 + ey + f = 0, where a, b, c, d, e, f ∈ K. We can then subtract the two

equations to get (a− d)x+ (b− e)y+ (c− f) = 0, which is the equation of a line that

also intersects the two circles at (u, v).

If a = d and b = e then also c = f , so the circles were not distinct. Hence we can

assume at least one of a 6= d or b 6= e. Notice that if a = d but b 6= e then we

have the horizontal line y = −(c − f)(b − e)−1, which can be constructed from the

points (0,−(c− f)(b− e)−1) and (1,−(c− f)(b− e)−1), whose coordinates are in K.

Similarly, if a 6= d but b = e the line is vertical and constructed using the points

(−(c− f)(a− d)−1, 0) and (−(c− f)(a− d)−1, 1), whose coordinates are in K.



11.1 Three Construction Problems 305

Finally, if a 6= d and b 6= e then the line can be constructed from the points (0,−(c−
f)(b−e)−1) and

(
−(c− f)(a− d)−1, 0

)
, whose coordinates are already in K. Thus we

could instead use this line and one of the circles to construct (u, v). Hence the degree

of the extension containing the coordinates u and v is either 1, or 2 over K as seen in

the previous case.

A complete construction in Euclidean geometry involves constructing a finite number

of points, thus creating a field extension E of Q with [E : Q] = 2n for some nonnegative

integer n, by Theorem 9.22. We will find that the three constructions discussed at the

beginning of the section require extensions of other degrees, and thus they cannot be solved

by straightedge and compass.

1. Doubling the Cube : Consider the cube of side length 1, one of whose corners is at

the origin (0,0,0) in space. This cube has vertices whose coordinates are in Q, and its

volume is 1 cubic unit. If it can be doubled we can construct a cube with a volume of

exactly 2 cubic units, so each of its sides measures 3
√

2 units. Now we can construct

the cube with one corner at (0,0,0) and another at
(

3
√

2, 0, 0
)
, and the field extension

K containing the coordinates of this point must contain Q
(

3
√

2
)

by Theorem 9.5.

However, the minimum polynomial for 3
√

2, over Q is p(x) = −2 + x3 (irreducible

over Q by Eisensteins Criterion 8.35), and thus
[
Q
(

3
√

2
)

: Q
]

= 3. By Theorem 9.22

[K : Q] =
[
K : Q

(
3
√

2
)] [

Q
(

3
√

2
)

: Q
]

is a multiple of 3. But [K : Q] is a power of 2

so Q
(

3
√

2
)

is not a subfield of K, a contradiction.

2. Squaring the Circle : The unit circle in the xy-plane can be constructed using the

points (0,0) and (1,0) whose coordinates are already in Q. The area of this circle is

π square units, so if there exists a square with the same area, the side length for the

new square is
√
π units. We now construct the square with one corner at (0,

√
π).

However, π is transcendental over Q as explained in Example 9.3, so an extension of

Q containing
√
π would also contain π and have infinite dimension over Q.

3. Trisecting an Angle : Consider a 60◦ angle with the ray fromA = (0, 0), toB = (1, 0)

as the base of the angle. In an exercise you will show this angle can be constructed by

ruler and compass. If we can trisect this 60◦ angle, we can construct a line through

(0,0) and a point D on that line so that the rays
−−→
AB and

−−→
AD form a 20◦ angle.

The new line intersects the unit circle at a point, (u,w) where u = cos(20◦). You

will show in a exercise that this implies 2u is a root of the irreducible polynomial

p(x) = 1 + 3x − x3 ∈ Q[x]. Hence [Q(2u) : Q] = 3. Since 2u ∈ K(u) and Q ⊆ K(u),

then Q(2u) is a subfield of K(u). Thus [K(u) : Q] = [K(u) : Q(2u)][Q(2u) : Q] by

Theorem 9.22. This tells us [K(u) : Q] is a multiple of 3, but [K(u) : Q] is a power of

2, a contradiction. So the 60◦ angle cannot be trisected by straightedge and compass.
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You will find other applications to geometric constructions in the exercises.

11.2 Solvable Groups

Definition 11.1 A group G is called a solvable group if there are
subgroups {eG} = H0, H1, . . . ,Hn = G, so that:

(i) For each 0 ≤ i ≤ n− 1, Hi / Hi+1.

(ii) For each 0 ≤ i ≤ n− 1, Hi+1/Hi
is an abelian group.

Example 11.2 Consider p(x) = −5 + x3 ∈ Q[x] and its root field E = Q
(

3
√

5,
√
−3
)

from

Example 9.27. We found the Galois group of p(x), G = Gal
(
E/Q

)
= {ε, α, β, δ, ϕ, σ} in

Example 10.21 and subgroup H = {ε, α, β} in Example 10.22. Notice that the quotient
group G/H = {εH, δH} since δH = {δ, σ, ϕ}.

At the end of Chapter 10 we saw that H / G. Also, G/H is a group of order 2,

so must be cyclic by Theorem 3.10. Using the subgroup {ε} we see that {ε} / H and
H/{ε} = {ε{ε}, α{ε}, β{ε}} is a group of order 3, and again cyclic. Thus we have {ε}/H /G

with G/H and H/{ε} abelian groups by Theorem 2.15. Therefore, our group Gal
(
E/Q

)
=

{ε, α, β, δ, ϕ, σ} is a solvable group.

Not every group is solvable as seen in the next theorem.

Theorem 11.3

The permutation group S5 is not solvable.

Proof Suppose that S5 is solvable. We know S5 is not abelian as (12)(123) 6= (123)(12),
so there must exist n > 1 and subgroups {ε} = H0, H1, H2, · · · , Hn = S5 so that for each
j, Hj / Hj+1 and Hj+1/Hj

is abelian. We know Hn = S5 contains all three cycles, but {ε}
does not. Hence there is some 0 < j ≤ n which is the smallest j for which Hj contains all
three cycles. Thus Hj−1 does not contain some three cycle. The next steps will be virtually
identical using any three cycle (abc) that is not in Hj−1, so we will assume (123) /∈ Hj−1.
Thus we know (123)Hj−1 6= εHj−1.

Notice (123) = (143)(253)(341)(352) and (143), (253), (341), (352) ∈ Hj so (123)Hj−1 =
(143)(253)(341)(352)Hj−1. Using coset rules and the fact that Hj/Hj−1 is an abelian group,
we find the following contradiction. Hence S5 is not solvable.
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(123)Hj−1 = ((143)Hj−1) ∗ ((253)Hj−1) ∗ ((341)Hj−1) ∗ ((352)Hj−1)
= ((143)Hj−1 ∗ (341)Hj−1) ∗ ((253)Hj−1 ∗ ((352)Hj−1)
= εHj−1

�

Since automorphisms of the root field of a polynomial can be identified with permutations

of the roots, it will be important to know if Sn is solvable. It turns out that 5 is a critical

value of n since S5 is not solvable, but S4 is solvable.

Theorem 11.4

The permutation group S4 is a solvable group.

Proof The group S4 has twenty-four elements by Theorem 2.52, and the subgroup A4 of
even permutations has twelve elements by the same theorem. We know that A4 /S4 by The-
orem 3.20. Also, since S4/A4

has exactly two elements, it is a cyclic group by Theorem 3.10
and is thus abelian.

Now consider H = {ε, (12)(34), (13)(24), (14)(23)} which is a subset of A4. You will
show, in exercises at the end of the chapter, that H is a subgroup of A4, H is abelian, and
H /A4. Then A4/H is a group of exactly three elements, and thus is cyclic by Theorem 3.10
and abelian by Theorem 2.15. Also, {ε} / H and H/{ε} is abelian. Thus we have subgroups
{ε} / H / A4 / S4, and each quotient H/{ε},

A4 /H ,
S4 /A4

is abelian, and thus S4 is solvable.
�

There is no guarantee that a Galois group will always be the entire group Sn, so the next

two theorems are frequently used. We will not prove (ii) of Theorem 11.5 here as it requires

material beyond the scope of this text. See [10] for details.

Theorem 11.5

Let G be a group and H a subgroup of G.

(i) If G is a solvable group then H is a solvable group.
(ii) If H / G and both H and G/H are solvable groups, then G is a solvable group.

Proof In an exercise you will show that if G = {eG} then (i) and (ii) hold, thus for the rest
of the proof assume G 6= {eG}.

(i) Suppose we have a subgroup H of G and G is solvable. There exist subgroups {eG} =
J0, J1, . . . , Jn = G where for each 0 ≤ i ≤ n − 1, Ji / Ji+1, and Ji+1/Ji is an abelian
group. Then for each 0 ≤ i ≤ n we know that Ji ∩H is a subgroup of G by Theorem 2.7.
But since Ji ∩ H ⊆ H then Ji ∩ H is a subgroup of H as well. Thus we have subgroups
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{eG} = (J0 ∩ H), (J1 ∩ H), . . . , (Jn ∩ H) = H. In exercises, you will show that for each
0 ≤ i ≤ n− 1, (Ji ∩H) / (Ji+1 ∩H), and Ji+1∩H/Ji∩H is abelian. Hence H is solvable. �

Theorem 11.6

Suppose G and B are groups. If there is an onto homomorphism f : G → B and G is a
solvable group, then B is a solvable group.

Proof Suppose G and B are groups, f : G → B is an onto homomorphism, and G is a
solvable group. If G = {eG} and f is onto, then B = {eB} and so B is easily solvable. Thus
assume G 6= {eG} for the rest of the proof.

As G is solvable there exist subgroups {eG} = H0, H1, . . . ,Hn = G where for each
0 ≤ i ≤ n − 1, Hi / Hi+1, and Hi+1/Hi

is an abelian group. Define Bi = f(Hi) for each i.
By Theorem 3.35, Bi is a subgroup of B, for each i. As f(eG) = eB by Theorem 2.24, then
B0 = {eB} as we need, and by f onto we know Bn = f(G) = B. In exercises at the end of
the chapter you will show that for each 0 ≤ i ≤ n − 1, Bi / Bi+1, and Bi+1/Bi

is abelian.
Therefore B is a solvable group. �

From Theorem 11.5 we know that every subgroup of S4 is solvable. Now the subgroup

H = {α ∈ S4 : α(4) = 4} of S4 is solvable, and in an exercise at the end of the chapter

you will show that this subgroup H is isomorphic to S3. Thus by Theorem 11.5 S3 is also

solvable (and similarly S2). However, when n > 4 we can say the opposite.

Theorem 11.7

For each n ≥ 5, Sn is not a solvable group.

Proof Suppose we have a positive integer n with n ≥ 5. We know from Theorem 11.3 that
S5 is not solvable. Now consider n > 5. In Sn, define H = {α ∈ Sn : α(j) = j for all j > 5}.
In an exercise you will verify that H is a subgroup of Sn. Consider the function f : H → S5

defined by f(α) = β where for 1 ≤ i ≤ 5, β(i) = α(i). The function f is well-defined, since
any α ∈ H is completely determined by its action on 1, 2, 3, 4, 5, so there is a unique
permutation in S5 which maps 1, 2, 3, 4, 5 in exactly the same way. To verify that f is onto,
notice that for any β ∈ S5 we can find α ∈ H with:

α(j) =

{
β(j) 1 ≤ j ≤ 5

j j > 5.

Thus f(α) = β, so f is onto. To see that f is a homomorphism, suppose δ, ϕ ∈ H. Then
for 1 ≤ j ≤ 5, f(δ ◦ ϕ)(j) = (δ ◦ ϕ)(j). Also, for 1 ≤ j ≤ 5, [f(δ) ◦ f(ϕ)](j) = f(δ)(ϕ(j)),
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but since 1 ≤ ϕ(j) ≤ 5 then [f(δ) ◦ f(ϕ)](j) = (δ ◦ ϕ)(j) so f(δ ◦ ϕ) = f(δ) ◦ f(ϕ). Thus f
is an onto homomorphism. If Sn was a solvable group, then by Theorem 11.5 H would also
be solvable. But S5 is the homomorphic image of H so again by Theorem 11.5 we would
have S5 solvable. This is a contradiction, therefore for n > 5, Sn is not solvable. �

We must be careful however when we use Theorems 11.5 and 11.7. Theorem 11.5 does

not say a subgroup of S5 cannot be solvable, only that the whole group S5 is not solvable.

Example 11.8 Consider the following set of permutations in S5, H = {ε, (12345),

(13524), (14253), (15432)}. We can see that H is a subgroup of S5 since H = 〈(12345)〉. But

since H is cyclic it is also abelian. Thus using the subgroups {ε} and H we see that {ε} /H
and H/{ε} is belian, showing that H is a solvable group.

11.3 Solvable by Radicals

We need to first make precise what we mean by solving polynomials “by radicals.”

Definition 11.9 Let K be a field.

A radical extension of K is a finite extension of the form K(c1, . . . , cn)
so that:

(i) There is m1 ≥ 2 with (c1)m1 ∈ K.

(ii) For each 1 < i ≤ n, there is mi ≥ 2 with (ci)
mi ∈ K(c1, . . . , ci−1).

Example 11.10 Notice that Q(
√

7, 3
√

5) is a radical extension of Q since (
√

7)2 = 7 with

7 ∈ Q and ( 3
√

5)3 = 5 with 5 ∈ Q(
√

7).

Definition 11.11 Let K be a field and p(x) ∈ K[x].

We say that p(x) is solvable by radicals if the root field of p(x) is

contained in a radical extension of K.

Example 11.12 We have used the polynomial p(x) = −5+x3 from Q[x] in examples through-

out the previous chapters, as it illustrated many of the ideas we learned. Once again it is a

perfect choice. We found in Example 9.27 that the root field is E = Q
(

3
√

5,
√
−3
)
. This satis-
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fies the definition of a radical extension since 5 ∈ Q and −3 ∈ Q
(

3
√

5
)
. Thus p(x) = −5+x3

is solvable by radicals.

The most familiar method of solving a polynomial involves the quadratic formula, a

formula that shows us how to find the roots of a quadratic polynomial, c + bx + ax2 = 0,

using radicals.

x =
−b+

√
b2 − 4ac

2a
or x =

−b−
√
b2 − 4ac

2a

The roots of p(x) = c+ bx+ax2 are in the extension Q
(√
b2 − 4ac

)
where b2−4ac ∈ Q.

We need to have radical extensions of Q that are also root fields for one of the main

results of this section. The fact that we will always be able to find these is next.

Theorem 11.13

Let L be a radical extension of Q. Then there exists a radical extension E of Q, with
Q ⊆ L ⊆ E, where E is also a root field over Q.

Proof Suppose L is a radical extension of Q, so L = Q(c1, c2, . . . , cn) where for each i there is
a positive integermi ≥ 2 with (c1)m1 ∈ Q and for i > 1, (ci)

mi ∈ Q(c1, c2, . . . , ci−1). For each
i we know ci is algebraic over Q since L is a finite extension of Q. Thus there is a minimum
polynomial si(x) for ci over Q. Consider the polynomial t(x) = s1(x)s2(x) · · · sn(x) in Q[x].
Let E be the root field for t(x) over Q. Clearly, L ⊆ E. We only need to guarantee that E
is a radical extension of Q.

First, consider s1(x). The group G = Gal(E/Q) is finite since E is the root field of t(x).
We will assume G = {ε, σ1, σ2, . . . , σd}. Thus every root of s1(x) can be found as one of
ε(c1), σ1(c1), σ2(c1), . . . , σd(c1) by Theorem 10.14. Consider the following extensions.

Q ⊆ Q(c1),⊆ Q(c1, σ1(c1)) ⊆ · · · ⊆ Q(c1, σ1(c1), . . . , σd(c1))

By definition σi(Q) = Q for each 1 ≤ i ≤ d. But (c1)m1 ∈ Q, so for any σi we know
(σi(c1))m1 = σi((c1)m1) ∈ Q. Hence (σi(c1))m1 ∈ Q(c1, σ1(c1), . . . , σi−1(c1)). Thus each
extension in the previous sequence is a radical extension. Let V1 = Q(c1, σ1(c1), . . . , σd(c1)),
which we know is a radical extension of Q. Also, V1 is the root field of s1(x) over Q.

We can now repeat this process for s2(x), by finding its roots among ε(c2), σ1(c2),
σ2(c2), . . . , σd(c2), and writing the following sequence of extensions:

V1 ⊆ V1(c2),⊆ V1(c2, σ1(c2)) ⊆ · · · ⊆ V1(c2, σ1(c2), . . . , σd(c2)).

As V1 is a root field over Q we know by Theorem 10.12 that σi(V1) = V1. Thus
as before (σi(c2))m2 ∈ V1(c2, σ1(c2), . . . , σi−1(c2)), and each field is a radical extension
of the previous one. So V2 = V1(c2, σ1(c2), . . . , σd(c2)) is a radical extension of Q and
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the root field of s1(x)s2(x). Continuing this way for each si(x) we eventually find that
Vn−1(cn, σ1(cn), . . . , σd(cn)) = E is a radical extension of Q, as needed. �

We have used roots of unity to help find roots of polynomials of the form −a+ xn over

Q throughout Chapters 9 and 10 (especially in projects). The roots of unity turn out to be

a useful tool, so we discuss some properties of the primitive roots of unity next.

Definition 11.14 Let n > 1, and a(x) = −1 + xn ∈ Q[x].

A primitive nth root of unity is the root of a(x):

ωn = cos
(
2π
n

)
+ i sin

(
2π
n

)

As seen in Project 9.8 (ωn)j 6= (ωn)k for 1 ≤ j, k ≤ n, and j 6= k. Thus we have n

distinct nth roots of unity for each n, namely 1, ωn, ω
2
n, . . . , ω

n−1
n . The following theorem is

an exercise at the end of the chapter.

Theorem 11.15

For each positive integer n, the polynomial p(x) = −1 + xn in Q[x] is solvable by radicals.

Theorem 11.16

If n is a positive integer with n ≥ 2 then Gal
(Q(ωn)/Q

)
is abelian.

Proof Let n be a positive integer n ≥ 2. The minimum polynomial for ωn over Q is a factor
of a(x) = −1 + xn so [Q(ωn) : Q] ≤ n − 1. We will assume that [Q(ωn) : Q] = t. From
Theorem 9.20 {1, ωn, ω2

n, . . . , ω
t−1
n } is a basis for Q(ωn) over Q. For any y ∈ Q(ωn) we have

y = c0 + c1ωn + c2ω
2
n + · · ·+ ct−1ω

t−1
n with ci ∈ Q.

Since Q(ωn) is a root field over Q, Gal
(Q(ωn)/Q

)
is a group by Theorem 10.18, so we

only need to show it is an abelian group. Suppose α, β ∈ Gal
(Q(ωn)/Q

)
, then as these

automorphisms must map roots of the minimum polynomial for ωn back to other roots,
α(ωn) = ωkn and β(ωn) = ωrn for some 0 ≤ k, r ≤ t−1. An exercise at the end of the chapter
asks you to verify that (α ◦ β)(y) = (β ◦ α)(y) for any y ∈ Q(ωn). Thus α ◦ β = β ◦ α and
so Gal

(Q(ωn)/Q
)

is abelian. �

For any finite extension K of Q, a similar argument would show that K(ωn) is a root

field over K and Gal
(
K(ωn)/K

)
is abelian. An extension of this theorem is next, and the

proof is an exercise at the end of the chapter.
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Theorem 11.17

Let m1,m2, . . . ,mr be distinct positive integers, and mj ≥ 2 for each j. Then the field
L = Q(ωm1

, ωm2
, . . . , ωmr

) is a root field over Q, and Gal(L/Q) is a solvable group.

Suppose we have a radical extension of Q of the form K = Q(c1, . . . , cn) where (c1)m1 ∈ Q
and for each 0 < j ≤ n, (cj)

mj ∈ Q(c1, c2, . . . , cj−1). For each j, ωmj
may or may not be in

Q(c1, . . . , cn). But adjoining the elements ωm1
, ωm2

, . . . , ωmn
simply creates another radical

extension U = Q(ωm1
, ωm2

, . . . , ωmn
, c1, . . . , cn). Thus when p(x) is solvable by radicals, its

root field is contained in an extension of the form U = Q(ωm1
, ωm2

, . . . , ωmn
, c1, . . . , cn) as

well.

We now prove the first half of the statement that will complete our study of solvable

groups and polynomials: p(x) is solvable by radicals if and only if the Galois group of its

root field is a solvable group.

Theorem 11.18

If the polynomial p(x) ∈ Q[x] is solvable by radicals, then the Galois group G for p(x) is a
solvable group.

Proof Suppose p(x) ∈ Q[x] is solvable by radicals. Thus its root field E is contained in a
radical extension of the form K = Q(c1, . . . , cn) where (c1)m1 ∈ Q and for each 0 < j ≤ n,
(cj)

mj ∈ Q(c1, c2, . . . , cj−1). From our discussion before this theorem, we can also adjoin the
needed roots of unity, ωm1

, ωm2
, . . . , ωmn

, so we can assume that the radical extension is of
the form K = Q(ωm1

, ωm2
, . . . , ωmn

, c1, . . . , cn) and is also a root field by Theorem 11.13.

Let L = Q(ωm1
, ωm2

, . . . , ωmn
), then by Theorem 11.17 Gal(L/Q) is a solvable group.

Consider the group G = Gal(K/Q) and subgroup H = Gal(K/L). Since L is a root field
over Q we know by Theorem 10.29 that H /G and G/H ∼= Gal(L/Q). Thus H /G, and G/H
is a solvable group. By Theorem 11.5 to complete the proof we only need to verify that H
is a solvable group.

For each 1 < i ≤ n define Wi−1 = L(c1, . . . , ci−1) then Wi = L(c1, . . . , ci) = Wi−1(ci).
Since (ci)

mi ∈ Wi−1 then ci is a root of −(ci)
mi + xmi . However, since ωmi

∈ Wi−1 all of
the roots of −(c1)mi + xmi are in Wi. Thus Wi is a root field over Wi−1. Now look at the
following sequence of subgroups of Gal(K/L).

{ε} ⊆ Gal(K/Wn−1) ⊆ Gal(K/Wn−2) ⊆ · · · ⊆ Gal(K/W1
) ⊆ Gal(K/L)

By Theorem 10.29 Gal(K/Wi
)/Gal(K/Wi−1) and Gal(K/Wi−1 )/Gal(K/Wi

)
∼= Gal(Wi/Wi−1).

In an exercise at the end of the chapter, you will show for each i, Gal(Wi/Wi−1) is abelian.
Hence Gal(K/L) and Gal(L/Q) are solvable so Gal(K/Q) is solvable. Thus by Theorem 11.5
Gal(E/Q) is also solvable. �



11.3 Solvable by Radicals 313

We now know that a polynomial will not be solvable by radicals if its Galois group is

isomorphic to S5. The following example finds such a polynomial.

Example 11.19 Consider the polynomial p(x) = 6 − 12x + x5, with root field E over Q.
p(x) is irreducible over Q by Eisenstein’s Criterion 8.35. By Theorem 9.31 there are five
distinct roots of p(x) so the Galois group of p(x) is a subgroup of S5. For a root u of p(x)
we know [Q(u) : Q] = 5 since p(x) is the minimum polynomial for u over Q. Thus since
[E : Q] = [E : Q(u)][Q(u) : Q] then [E : Q] is divisible by 5. If we denote G = Gal(E/Q),
then the cardinality of the finite group G is divisible by 5. Theorem 3.46 (Cauchy’s Theorem)
guarantees us that our group G must contain an element of order 5, which in S5 can only
be a 5-cycle. If we also show that there is a transposition in G, we will be finished by
Example 2.53.

In one exercise at the end of the chapter you are asked to show that only three roots of

p(x) are real numbers, and so two of the roots must be complex numbers that are not real.

In another exercise you will show that those roots must be of the form a+ bi and a− bi in

the root field E. Now ϕ : E → E defined by ϕ(a+ bi) = a− bi is a Q fixing automorphism

of E, and thus is in G. As a permutation of the roots of p(x), ϕ fixes the three real number

roots and a+ bi, a− bi are interchanged. Thus ϕ is a transposition. Hence we have a 5-cycle

and a transposition in G and so G = S5 by Example 2.53. Therefore G is not solvable, so

by Theorem 11.18 p(x) is not solvable by radicals.

Recall that a group G is solvable if there is a sequence of subgroups {eG} =

H0, H1, . . . ,Hn = G where for each j, Hj / Hj+1 and Hj+1/Hj
is abelian. When G is a

finite group this can be strengthened. The steps to prove the next theorem are a series of

exercises at the end of the chapter.

Theorem 11.20

If G is a finite solvable group then there is a sequence of subgroups {eG} = H0, H1, . . . ,Hn =
G where for each 0 ≤ j < n, Hj / Hj+1 and Hj+1/Hj

is cyclic of prime order.

Our final theorem is the converse of Theorem 11.18, and tells us that a solvable Galois

group guarantees a polynomial is solvable by radicals.
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Theorem 11.21

If p(x) ∈ Q[x] has root field E and Gal(E/Q) is solvable, then p(x) is solvable by radicals.

Proof Suppose p(x) ∈ Q[x] with root field E where the Galois group Gal(E/Q) is a solvable
group. We must show that E is contained in a radical extension of Q. Assume we have
L = Q(ωk1 , ωk2 , . . . , ωkr ), which contains any of the primitive roots of unity we need. You
will show in an exercise at the end of the chapter that E′ = E(ωk1 , ωk2 , . . . , ωkr ) also has
Gal(E

′
/Q), a solvable group. Thus E′ is a root field over L, and G = Gal(E

′
/L) is solvable.

Since G is solvable there is a series of subgroups {ε} = H0, H1, . . . ,Hn = G, so that for
each 0 ≤ j ≤ n−1, Hj /Hj+1, and Hj+1/Hj

is cyclic of prime order. (Note that Hj 6= Hj+1.)

Define for each i, Ki = E′Hi
the fixed field of Hi.

We will show that for each i, Ki is a radical extension of Ki+1, and thus Q ⊆ L = Kn ⊆
Kn+1 ⊆ · · · ⊆ K0 = E′ shows us that E′ is a radical extension of Q.

As Hi 6= Hi+1 we know Ki 6= Ki+1. You will show in an exercise that [Ki : Ki+1] must be
prime. Since Hi / Hi+1, by Theorem 10.30 we also know Ki is a root field over Ki+1. Thus
Gal(Ki/Ki+1

) has some prime order p, and must be cyclic. Let Gal(Ki/Ki+1
) = 〈σ〉, and let

ωp be the pth root of unity which is already in Ki+1. There must exist some a ∈ Ki−Ki+1,
so let u = a+ (ωp)σ

−1(a) + (ωp)
2σ−2(a) + · · ·+ (ωp)

p−1σ−p+1(a). In an exercise at the end
of the chapter you will show that σ(u) = ωpu and thus u is not fixed by σ. Hence u /∈ Ki+1.

Notice that σ(up) = (σ(u))p = (ωpu)p = (ωp)
p(up) = up. You will show in an exercise at

the end of the chapter that for every positive integer t, σt(up) = up and so every element
of Gal(Ki/Ki+1

) fixes up. Thus up ∈ Ki+1, and we have Ki+1(u) a subfield of Ki with
Ki+1 ⊆ Ki+1(u) ⊆ Ki. But by Theorem 9.22 we know

[Ki : Ki+1] = [Ki : Ki+1(u)][Ki+1(u) : Ki+1].

As [Ki : Ki+1] is prime then [Ki+1(u) : Ki+1] = 1 or [Ki : Ki+1(u)] = 1. Thus [Ki :
Ki+1(u)] = 1 and Ki = Ki+1(u) where u = p

√
up. Hence Ki is a radical extension of Ki+1

as we needed. Therefore E′ is a radical extension of Q containing E and p(x) is solvable by
radicals! �
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People in Mathematics

Clarence
Francis

Stephens

Clarence Francis Stephens (1917 − 2018) was an in-

spirational educator that influenced the way math-

ematics is taught throughout the United States and

the world. See more about him in [66], [36], [18], [6],

and [48], and online at [42] and [35].

Stephens and his five siblings were orphaned when

he was only eight years old, living with his grand-

mother and, after she passed away only two years

later, with his grandmother’s sister. Stephens and

two brothers attended a boarding school for African-

Americans, working summers to pay for the board-

ing during the school year. He studied mathematics

at Johnson C. Smith University in Charlotte North

Carolina, graduating in 1938, and then began his

graduate studies at the University of Michigan. He

earned an MS in 1939 followed by his PhD in 1943,

only the ninth African American in mathematics.

Stephens served in the US Navy (1942− 1946) as

a teaching specialist, then began teaching at Prairie

View A&M University. In 1947 he joined the faculty

of Morgan State University, a historically black college in Baltimore, Maryland, where his

incredible teaching career truly began.

While at Morgan State he was discouraged by the quality of mathematics education

and dedicated his time to improving teaching and mathematics education. This began his

celebrated method of teaching; guiding instead of lecturing, with constant encouragement,

giving the students desire to learn.

In 1962 Stephens left Morgan State and began teaching at SUNY (State University of New

York) at Geneseo, until 1969 when he was invited to chair the Department of Mathematics

at SUNY Potsdam. His method of teaching continued to evolved into what is now known

as the Morgan-Potsdam model. This method was, and still is, successful with all students

and is used by many educators today.

Clarence F. Stephens was recognized by governors of both Maryland and New York for his

great service to mathematics education. The Mathematical Association of America (MAA)

awarded him the Yueh-Gin Gung and Dr. Charles Y. Hu Award for distinguished service

to mathematics. The local section of the MAA which includes SUNY Potsdam named their

distinguished teaching award after him as well. His legacy lives on in the many students

and educators he inspired who will continue his method of teaching.
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Exercises for Chapter 11

Section 11.1 Three Construction Problems

1. In Euclidean geometry an axiom guarantees there are two different points. We can

consider them to be (0,0) and (1,0). Use the facts that any two points form a line, and

with any two points a circle can be constructed using the points as center and point

on the circle, to show how to construct all points of the form (m, 0) for m an integer.

2. A theorem of Euclidean geometry asserts that given a line and a point on the line,

there is a line perpendicular to the given line and through the point. Use this to

explain how all points of the form (m,n) can be constructed where m,n ∈ Z.

3. Another Euclidean theorem allows us to construct midpoints of previously constructed

segments. Explain how this will help us construct any point of the form
(
m
2 ,

n
2

)
for

integers m,n.

4. Consider the acute angle ∠ABC with A = (1, 1), B = (0, 0), and C = (1, 0), since

those can be constructed. Explain how to find a point D on the ray
−−→
BA with a distance

from B to D exactly 1 unit, as well as a point E on
−−→
BA with length from B to E

exactly n units. Then use the line
←→
EC, and a line through D parallel to

←→
EC with

similar triangles to construct
(
1
n , 0
)
.

5. Using a construction similar to the previous exercise, show how to construct a point

with coordinates
(
m
n , 0

)
for positive integers m < n.

6. Using the results of the previous exercises, explain how to construct any point with

coordinates of the form
(
0, mn

)
for positive integers m < n.

7. Explain how to construct any point of the form
(
m
n , 0

)
or
(
0, mn

)
for any nonzero

integers m,n.

8. Use the results of the previous exercises to construct any point in Q×Q.

9. Suppose we have two distinct, nonparallel lines ax+ by = c, and ex+ fy = g, where

the coefficients a, b, c, d, e, f, g already exist in our field K (Q or a previous extension

of Q), and that these two lines intersect at some point (u, v). Prove that u, v ∈ K.

10. Suppose we have constructed a circle and a line which intersect at a point (u, v). We

can write the equations as x2+ax+y2+by+c = 0 and dx+ey = f , where a, b, c, d, e, f

are in our field K. Notice that at least one of d or e must be nonzero, so assume d 6= 0.

Prove: v is a root of the polynomial p(x) ∈ K[x] defined by:

p(x) = [(d−1f)2 + afd−1 + c] + [−2ef(d−1)2 − aed−1 + b]x+ [(d−1e)2 + 1]x2.

11. Explain how a 60◦ angle can be constructed using a vertical line through
(
1
2 , 0
)

and

the unit circle. You may assume the vertex of the angle is at (0,0).

12. If u = cos(20◦), use trigonometric identities to show that 2u is a root of the irreducible

polynomial p(x) = 1 + 3x− x3 in Q[x].
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Section 11.2 Solvable Groups

13. Consider the set H = {ε, (12)(34), (13)(24), (14)(23)} contained in the group S4. Prove

that H is a subgroup of A4 and is abelian.

14. For H = {ε, (12)(34), (13)(24), (14)(23)} prove that H / A4.

15. Prove: If G is an abelian group then G is a solvable group.

16. Prove: If G = {eG} then (i), and (ii) of Theorem 11.5 hold.

17. Let G be a solvable group with {eG} = J0, J1, . . . , Jn = G where for each 0 ≤ i ≤ n−1,

Ji /Ji+1 and Ji+1/Ji is an abelian group. Prove: If H is a subgroup of G then for each

0 ≤ i ≤ n− 1, Ji ∩H / Ji+1 ∩H.

18. Let G be a solvable group with {eG} = J0, J1, . . . , Jn = G where for each 0 ≤ i ≤ n−1,

Ji /Ji+1 and Ji+1/Ji is an abelian group. Prove: If H is a subgroup of G then for each

0 ≤ i ≤ n− 1, Ji+1∩H/Ji∩H is abelian.

19. Suppose we have a solvable group G, with {eG} = H0, H1, . . . ,Hn = G where for

each 0 ≤ i ≤ n − 1, Hi / Hi+1, and Hi+1/Hi
is an abelian group. Assume we have a

group B and f : G → B an onto homomorphism. Prove: For each 0 ≤ i ≤ n − 1,

f(Hi) / f(Hi+1).

20. Suppose we have a solvable group G, with {eG} = H0, H1, . . . ,Hn = G where for each

0 ≤ i ≤ n−1, Hi /Hi+1, and Hi+1/Hi
is an abelian group. Assume we have a group B

and f : G→ B an onto homomorphism. Prove: For each 0 ≤ i ≤ n− 1, f(Hi+1)/f(Hi)

is abelian.

21. Prove: The subgroup H = {α ∈ S4 : α(4) = 4} of S4 is isomorphic to S3.

22. In Sn, where n > 5 define H = {α ∈ Sn : α(j) = j for all j > 5}. Prove that H is a

subgroup of Sn.

Section 11.3 Solvable by Radicals

23. Prove Theorem 11.15.

24. Let n be a positive integer, n ≥ 2. Prove: If α, β ∈ Gal
(Q(ωn)/Q

)
and y = c0 +

c1ωn + c2ω
2
n + · · · + ct−1ω

t−1
n with ci ∈ Q then (α ◦ β)(y) = (β ◦ α)(y) to complete

Theorem 11.16.

25. Prove Theorem 11.17.

26. Using the notation of the proof of Theorem 11.18, prove that Gal(Wi/Wi−1) is abelian.

27. Suppose an irreducible polynomial p(x) ∈ Q[x] has exactly two complex (nonreal)

roots a+ bi and c+ di where b 6= 0 and d 6= 0. Prove: c+ di = a− bi.
28. Prove: Suppose G is a finite group and H / G with

∣∣G/H ∣∣ = n. Prove: If p is a prime

dividing n then there is a subgroup J with H / J / G so that
∣∣G/J ∣∣ = p.

29. Use the result of Exercise 28 to prove Theorem 11.20.

30. Explain using calculus why p(x) = 2 − 4x + x5 has exactly three real roots and two

complex (nonreal) roots.
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31. In the proof of Theorem 11.21 show why we know [Ki+1 : Ki] is prime.

32. Let E be a root field over Q so that Gal(E/Q) is solvable. Prove: If E′ =

E(ωm1
, ωm2

, . . . , ωmr
) then Gal(E

′
/Q) is also a solvable group.

33. Using the notation of Theorem 11.21, show σ(u) = ωpu, so that u is not fixed by σ.

34. Using the notation of Theorem 11.21, show by induction that for every positive integer

t, σt(up) = up.

In exercises 35−40, show that the Galois group of the polynomial p(x) ∈ Q[x] is solvable to

verify that p(x) is solvable by radicals. The root field E and Gal(E/Q) for each polynomial

was found in an exercise of Chapter 10.

35. p(x) = (−2 + x2)(−7 + x2)

36. p(x) = (1 + x2)(−5 + x2)

37. p(x) = (1 + x+ x2)(−2 + x2)

38. p(x) = (1 + x+ x2 + x3)(3 + x2)

39. p(x) = 1 + x4

40. p(x) = −1 + x5

Projects for Chapter 11

Project 11.1

We can construct, by ruler and compass, any point of the form (m,n) where m,n ∈ Q. We
will use this fact to help us show that the number

√
d can be constructed as well for any

positive rational number d.

1. Let d ∈ Q+. Explain why we can construct a circle with center (0,0) through the point
(d+1

2 , 0).

2. Explain why we can construct a vertical line through (d−12 , 0).
3. Explain why the vertical line and circle of the previous questions must intersect at a

point (d−12 , a) for some real number a.

4. Use the fact that the point (d−12 , a) is on the circle with equation x2 + y2 = (d+1
2 )2 to

show that a =
√
d.

5. What can we conclude from the previous questions?
6. If we began with a positive number d which was already known to be constructible,

would similar steps tell us that
√
d is constructible as well?
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Project 11.2

A regular n-gon is a polygon with exactly n sides, all of whose angles have equal measure
and all of whose side lengths are equal.

Definition: A regular n-gon is constructible by ruler and compass if and only if the
angle of measure 2π

n is constructible by ruler and compass, that is, a vertex of the angle
and the lines needed to create the angle are all constructible.

(Note: The angle in a corner of the n-gon measures π − 2π
n , but the angle of measure π

is already constructed by the x-axis, so both angles will in fact be constructible as long as
we can construct the angle of measure 2π

n .)
So we need to construct the point on the unit circle that defines the angle (with the

positive x-axis), that is, the point
(
cos
(
2π
n

)
, sin

(
2π
n

))
.

1. Explain why the regular 3-gon, 4-gon, and 6-gon are constructible. What are the
points we need to construct and why do we know they are constructible?

The regular pentagon (5-gon) is also constructible, but we will have to work harder to
discover why. The following steps will guide you through it. They may seem like strange
steps to do, but keep at it until the end.

2. Recall that the complex number ω5 = cos
(
2π
5

)
+ i sin

(
2π
5

)
is a root of the polynomial

b(x) = −1 + x5. Use this fact to show (ω5)−1 = (ω5)4 and (ω5)−2 = (ω5)3.
3. Show that (ω5)−1 = cos

(
2π
5

)
− i sin

(
2π
5

)
then explain why ω5 + (ω5)−1 = 2 cos

(
2π
5

)
.

4. Recall from Project 9.8 that (ω5)2 = cos
(
4π
5

)
+ i sin

(
4π
5

)
. Show that (ω5)−2 =

cos
(
4π
5

)
− i sin

(
4π
5

)
(again, multiply to check), then use the trigonometric identity

cos(2θ) = 2(cos(θ))2 − 1 to show that (ω5)2 + (ω5)−2 = 4
(
cos
(
2π
5

))2 − 2.
5. Recall from Project 8.7 that ω5 is a root of p(x) = 1 + x+ x2 + x3 + x4. Use this to

explain why 1 + ω5 + (ω5)2 + (ω5)−2 + (ω5)−1 = 0.
6. Simplify the equation found in the previous question using all you have discovered so

far to show that cos
(
2π
5

)
is a root of the polynomial a(x) = −1 + 2x+ 4x2.

7. Why do the previous questions guarantee us that cos
(
2π
5

)
is constructible? [Can you

discover the actual value of cos
(
2π
5

)
now?]

Now sin
(
2π
5

)
=
√

1− c2 using c = cos
(
2π
5

)
. Since c is constructible, we also know that

1 − c2 is constructible, so the last question of Project 11.1 tells us that sin
(
2π
5

)
is also

constructible. Hence the regular pentagons is constructible.

Unfortunately, the regular 7-gon (heptagon) is NOT constructible since the minimum
polynomial for sin

(
2π
7

)
over Q is −7 + 56x2 − 112x4 + 64x6. Thus sin

(
2π
7

)
cannot be

constructible, since the degree of its extension over Q would be 6, not a power of 2.
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Project 11.3

In this project we will find the Galois group of the polynomial p(x) = −2 + x4, and then
show that the group is solvable with a sequence of subgroups.

1. Show that the root field of p(x) is E = Q( 4
√

2, i) and find [Q( 4
√

2, i) : Q].
2. We can define each automorphism of E which fixes Q by its action on each of 4

√
2 and

i as shown. Complete the Cayley table for this group G = {ε, α, β, δ, γ, κ, ϕ, θ}.

ε : 4
√

2 → 4
√

2 α : 4
√

2 → 4
√

2 β : 4
√

2 → − 4
√

2
i → i i → −i i → i

δ : 4
√

2 → − 4
√

2 γ : 4
√

2 → 4
√

2i κ : 4
√

2 → 4
√

2i
i → −i i → i i → −i

ϕ : 4
√

2 → − 4
√

2i θ : 4
√

2 → − 4
√

2i
i → i i → −i

◦ ε α β δ γ κ ϕ θ
ε ε α β δ γ κ ϕ θ
α α
β β
δ δ
γ γ
κ κ
ϕ ϕ
θ θ

3. Prove that the sets H1 = {ε, β} and H2 = {ε, γ, β, ϕ} are subgroups of G.
4. Use cosets to prove that {ε} / H1, H1 / H2, and H2 / G.
5. Compute the elements of the quotient groups G/H2

, H2/H1
, and H1/{ε} and show each

quotient group is abelian.
6. What can we conclude about the group G?
7. Why do we now have two reasons that p(x) = −2 + x4 is solvable by radicals?



Hints for Selected Exercises

Chapter 0

0.3 Use the equation 2x− 6 = 2 and solve for x to see that only one integer is in this set.

0.5 Don’t forget when solving 4x2+1 = 10 that negative rational numbers are also possible

solutions.

0.9 Since |A| = 4, you will have sixteen elements of ℘(A).

0.11 Don’t forget that ∅ is a subset of C so is one of the elements of ℘(C).

0.15 Look for a counterexample here, and create a set A that has some elements from B

and some from C.

0.19 This is a true statement so needs a proof. First, show that if x ∈ A ∪ (B ∩ C) then

x ∈ (A ∪ B) ∩ (A ∪ C) using the rules defining intersection and union. Don’t forget

that saying x ∈ A∪(B∩C) means that either x ∈ A OR x ∈ B∩C so you will need to

consider cases. Then prove the reverse; if x ∈ (A∪B)∩ (A∪C) then x ∈ A∪ (B ∩C).

0.24 Remember that the base case here is when n = 4. It can be helpful to notice that if

k ≥ 4 then k2 > k+1 (Exercise 23). This will help if you multiply the statement P (k)

by k + 1.

0.28 This one seems complicated, but it really comes down to rewriting P (k+1) as P (k)+

(k + 1)((k + 1)!). Then use the induction hypothesis to rewrite P (k) and simplify

carefully.

0.32 You should be able to quickly see that ∼ is an equivalence relation, but when finding

the equivalence classes don’t forget that squaring a negative real number is the same

as squaring the positive one.

0.36 Although the elements must all be written as ordered pairs, (m,n), the relation only

looks at the first coordinate. But don’t forget to keep the ordered pairs in the proof

that ∼ is an equivalence relation. Also notice that (1, 2) ∼ (1, 7) and (1, 2) ∼ (1, 146).

You will not be able to list each element of an equivalence class, so use set builder

notation to describe the classes carefully.

0.44 Note that to calculate f
(
a
b

)
it is assumed that a

b is in lowest terms. Thus f
(
4
6

)
is
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defined to be f
(
2
3

)
= −1. Don’t use two ways to write the same fraction (such as 4

6

and 2
3 ) to find a counterexample for either property. You should be able to find that

f is surjective but not injective.

0.48 To show that g ◦ f is surjective, assume you have an element z ∈ C, and use the fact

that g is surjective to find y ∈ B with g(y) = z. Now you only need to see why there

is x ∈ A with g(f(x)) = z.

0.54 The key here is that the two matrices BC and CB are different. One calculation is

shown here to help you practice.

BC =


1
2 −1 0

2 −2
3 1

2 −3 −1




1 1
3 −1

−1 0 4

3
4 0 1

 =


3
2

1
6

−9
2

41
12

2
3

−11
3

17
4

2
3 −15


Note that if we had rounded off −2

3 to −0.67 then 4 · −0.67 = −2.68. But 4 · −23 = −8
3

which if rounded to two places after the decimal point is −2.67. Thus it is better to

leave the fractions in the calculations.

Chapter 1

1.1 Is the square root of an integer always an integer? Try a few examples to see.

1.3 Determine if the answer to x ∗ y can ever be 0 or negative.

1.11 The key here is to determine if the answer to x ∗ y will ever be 0.

1.15 Look for counterexamples for associativity and commutativity. Try a contradiction to

see why no identity exists in Z. If such an identity e existed it would satisfy e ∗ 1 = 1

and 1 ∗ e = 1. Can any integer e satisfy this?

1.21 Be very careful with how the operation is defined, you will need to calculate twelve

answers to check associativity, but can explain the other properties without so many

calculations.

1.25 Don’t forget that you don’t automatically know if the arbitrary elements x, y, a are

distinct. You might need to consider such options.

1.28 Be careful since the elements are functions. We need to be sure that for functions

f, g, h ∈ =(R) the new functions f + (g + h) and (f + g) + h are equal which can be

shown by verifying [f + (g+ h)](x) = [(f + g) + h](x) for an arbitrary real number x.

To find the identity it must be a function e : R→ R so you must define e(x) for every

real number x. Once you define this function be sure to verify that for any f ∈ =(R)

it is true that e ∗ f = f = f ∗ e. Once you have the correct function e, you need

to determine how to define the inverse of an arbitrary function f , i.e., the correct

function to make f ∗ f−1 = e = f−1 ∗ f . Do not be fooled into thinking f−1(x) = 1
f(x) .

1.36 Remember that the elements in U(20) are the nonzero elements of Z20 relatively prime

to 20. You should find eight of them.
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1.47 This is not as easy as you might think, it is not enough to have n evenly divide m

since 2 ∈ U(3) but 2 /∈ U(6). Think a bit more about how primes matter.

1.52 This will be a very useful exercise! Notice that the denominator is the same as the

initial number n here. This is not always the case for numbers such as 12.

1.58 This requires cases within a PMI proof. Notice that k is a fixed integer, but we don’t

know if it is positive, negative, or 0. This is important for the base case since to show

P (1) is true you must calculate a1ak. Thus you need to consider all three possibilities

for k. Since k is being used for this fixed integer, use a different letter in the induction

step assuming P (m) instead of writing it as P (k). Thus in the inductive step assume

that amak = am+k. Once again you will need to consider the possibilities of m+k = 0,

m+ k < 0, and m+ k > 0 to show that am+1ak = am+k+1.

1.63 Remember that to show ord(aba−1) = n you must show that (aba−1)n = eG AND for

any smaller positive integer k has (aba−1)k 6= eG. Use the previous exercise and the

definition of ord(a) = n to help.

1.69 Don’t forget that the order is the least n with an = e. So even though 94 =

6561(mod20) = 1 we cannot say ord(9) = 4 since 92 = 81(mod20) = 1. In this

case ord(9) = 2. Be careful with each element.

1.79 Be sure to explain why the given conditions guarantee that a 6= eG help rule out

possible values for ord(a). Theorem 1.26 helps find the only choices.

1.86 It is critical to remember that the first coordinate uses multiplication while the second

uses addition. Thus for example (1, 3) ∗ (5, 1) = (5, 0) since 1 ·6 5 = 5 and 3 +4 1 = 0.

1.94 Do not assume that n = m here, it was not given and is not needed.

Chapter 2

2.5 Don’t forget that the elements in U(15) are relatively prime to 15, and you are using

multiplication, not addition. Be sure to check closure under multiplication mod15; a

Cayley table may be the easy way to be sure you did not miss any.

2.9 What are inverses in Q∗? Can you tell if they are back in the subset?

2.16 This should be a simple element chase, remember what properties you need to prove

about H1 ∩H2 and use that both subgroups have the property to help.

2.21 There are eight elements of U(30) so you should calculate eight different cyclic sub-

groups. You will see that some are the same. Then see if any one if the subgroups has

all of the elements of U(30) or not to see if U(30) is cyclic.

2.27 You need to prove one of 〈a〉 ⊆ 〈b〉, or 〈a〉 ⊇ 〈b〉, but then you can use Theorem 0.16

to see why the equality must hold.

2.31 Use an element of the form (a, b) ∈ G×K with G×K = 〈(a, b)〉 to see why G = 〈a〉
and K = 〈b〉.

2.37 Try some examples to see if you believe this is true before trying to prove it!

2.41 PMI helps for n ∈ N, then show why the statement holds for n = 0 and n < 0 a well.

2.45 The arbitrary elements you work with are from K, so be careful to first say there exist



324 Hints for Selected Exercises

elements in G which map to them in the proof.

2.51 Don’t forget to check that the answers from f are back in the set A before showing f

is a bijection.

2.60 Be careful finding these products, for example α2 = (234)(567)(234)(567) =

(243)(576).

2.74 Two examples are given; it is possible to find others as well.

ω = (56)(14)(13)(12)(56)(68)(67) and ω = (14)(13)(12)(68)(67)(13)(13)(46)(46).

2.79 Use symbols to represent the 3-cycle such as (a1a2a3) or (abc) which will allow you

to compute α, α2, and α3 to solve this problem.

Chapter 3

3.6 Be sure you know what the elements of U(16) are.

3.11 You first need to find the elements of H = 〈(123)〉; there will be only three of them,

then use a Theorem. For example, once you find that (1234) ∈ (14)H then you need not

calculate (1234)H since (14)H = (1234)H. Hence you should only need to calculate

8 cosets instead of 24.

3.14 Don’t forget that the elements of Z4 × Z4 are ordered pairs, so each coset should be

of the form (a, b) +H.

3.20 Use (iii) of this theorem to find G = 〈a〉 for some a ∈ G. Now suppose there is a

subgroup H which is not one of {eG} or G and see why this leads to a contradiction.

3.27 This is a direct application of Lagrange’s Theorem but don’t forget it does not just

mean primes dividing 30. Thus 6 is also a possible size. You should find a total of

eight possible sizes for subgroups.

3.31 Notice that (cb)−1(ab) = b−1c−1ab so unless G is abelian you cannot cancel the b’s.

This might give you the idea to consider some familiar groups that are not abelian to

see if you think the statement is true.

3.35 Use the definition of normal, i.e., closed under conjugates.

3.44 Don’t forget that the set a−1Ha as given is only a set, not a coset of G. Thus do not

try to use coset properties when showing it is a subgroup of G. Also look at nonabelian

groups to see if a−1Ha = H for any group G and subgroup H.

3.47 When you have x, y ∈ HK there are a, c ∈ H and b, d ∈ K with x = ab and y = cd.

To see that xy ∈ HK, look for where you can insert b−1b to help find a new way to

write xy. Don’t forget that H / G so we know bcb−1 ∈ H.

3.52 Since the operation on U(20) is ·20 the cosets ofH = 〈11〉 are of the form aH. There are

only four distinct cosets here and in the Cayley table you create should have row and

column headings that are cosets. For example note that 7H ∗ 7H = (7 ·20 7)H = 9H.

3.62 When finding the order of the coset xH as a group element in U(9)/〈8〉, remember you

must find the smallest positive integer with (xH)n = 1H. Thus start calculating the

powers of each coset using the operation ∗ to see the first time H is the answer. This

is not always the same as finding xn = 1 in U(9).
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3.71 Since G is abelian we have normal subgroups as needed so that the groups G/K and
H/K are defined. To see that H/K is closed under ∗, assume there are xK, yK ∈ G/K .

Thus x, y ∈ H. Why can you easily see that (xy)K ∈ G/K as well?

3.73 Suppose f(x) = f(y) and use a theorem to help you show f(xy−1) = eK . Why does

this tell us xy−1 = eG?

3.78 You need to find an onto homomorphism f : Z3×Z3 → Z3 which also has the property

that ker(f) = K. You need to say what each element f(a, b) is equal to, and don’t

forget to prove that your function is a homomorphism. Remember you want to be

sure that elements of the same coset xK are all mapped to the same answer by f .

3.83 Use that U(9) is cyclic to know that the only possible subgroups are cyclic. Thus use

each element a ∈ U(9) to create H = 〈a〉. For each of the subgroups (why are they all

normal?) consider the possible size of the quotient group U(9)/H using Theorem 3.10.

Then use Theorem 2.18 to know what each of these quotient groups is isomorphic to.

Chapter 4

4.3 You need to verify the properties of a ring carefully here. Don’t be fooled into expecting

the zero for this ring be the number 0 since 3 ⊕ 0 = 3 + 0 − 1 = 2. Since 3 ⊕ 0 6= 3

then 0 cannot be the zero for this ring. You need to discover which integer b will have

a⊕ b = a. Usual addition and multiplication in the integers are commutative.

4.7 Although the two operations are the same you cannot automatically assume that the

distributive laws hold. Be careful checking them.

4.11 The multiplication is just like using the distributive law and then gathering the terms

containing
√

3 together. Don’t forget to use (
√

3)2 = 3. For example:

(3 + 2
√

3)⊗ (5 + (−1)
√

3) = 3(5) + 3(−1)
√

3 + (2
√

3)(5) + (2
√

3)(−1
√

3)

= 15− 3
√

3 + 10
√

3− 2(
√

3)2

= (15− 6) + (10− 3)
√

3 = 9 + 7
√

3.

4.16 Be careful to use the operations correctly, you will not see the same properties in both

tables.

4.24 The statement here says “at least” so you only need to identify that many elements

you know will be zero divisors. Remember that (0A, b) exists in A×B for every b ∈ B.

When b 6= 0B we know (0A, b) is a nonzero element of A×B.

4.27 Assume that (Zn,+n, ·n) is an integral domain, but that n is not prime. How can you

use the fact that n = mk for some m, k,∈ Z to find a zero divisor?

4.30 The conclusion contains “or” so you need to be careful. In the proof you can say that

either a is a zero divisor or a is not a zero divisor giving you two cases to consider.

Somehow knowing a is not a zero divisor must guarantee that b = c. Remember that

in an arbitrary ring having xy = 0A does not guarantee that one of x or y must be

0A.
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4.35 Consider the element (a+ b)2 for a, b ∈ A. Use the result of Exercise 33 to help.

4.44 Be careful here, saying that ab is a zero divisor does NOT say ab = 0A. It means there

is some element c ∈ A so that either (ab)c = 0A or c(ab) = 0A.

4.51 You only need a subgroup under multiplication so the set S does not have to be closed

under +A. If you have invertible elements a, b ∈ S, how do you find the inverse of ab?

4.55 To see if the set S is closed under addition, you need to determine if having x2, y2 ∈ S
will tell you that x2+y2 is also in S, i.e., is there an element z2 ∈ S so that z2 = x2+y2?

4.66 Since the rings are finite, use the Cayley tables to determine if f((a, b) + (c, d)) =

f(a, b)+6 f(c, d) and f((a, b)(c, d)) = f(a, b) ·6 f(c, d). Don’t forget that the operations

on Z3 × Z2 act coordinate wise. Thus f((2, 1) + (0, 1)) = f(2, 0) and f((2, 1)(0, 1)) =

f(0, 1).

4.76 Think about h(x)h(y) = (ax)(ay). How can it be equal to h(xy)?

4.79 First, use the bijective property to see why f(1A) 6= 0K , then use that K is a field to

know f(1A)−1 is in K. Now use the homomorphism property on f(1A ·A 1A) to help

show f(1A) = 1K .

Chapter 5

5.1 Since S only contains four elements, create the Cayley tables for S to see if it is closed

under ⊕ and ⊗.

5.7 Notice it says n ∈ E to define S. This is critical for you.

5.14 Be careful to correctly multiply matrices. When checking to see if it absorbs multipli-

cation try some examples that are not from the set.

5.16 To see if the set S is closed under multiplication, suppose you have a
3 ,

b
3 ∈ S and

determine if the product can be written in the form c
3 . Try various examples.

5.23 You should have three distinct cosets.

5.29 How does a being a unit help you show 1A ∈ S? Then use the result of Exercise 5.28.

5.41 Show that 〈4〉 = Z13 so there is only one coset. The Cayley tables will be easy after

that.

5.52 Remember that the zero of a ring is not a zero divisor. Thus you must know a+ S 6=
0A + S as well as (a+ S) ∗ (b+ S) = 0A + S for a nonzero b+ S to say that a+ S is

a zero divisor.

5.58 Don’t forget that we can rewrite f(a)− f(b) = f(a− b). Use the definition of ker(f).

5.66 Remember that the kernel must be an ideal of Q.

5.68 Use the function defined by f(x) = 0K . Be sure to prove you have an onto homomor-

phism with the correct kernel in each case.

5.70 In order to define the correct onto homomorphism, remember that every element of

S must map to (0,0). Then once you decide which element (a, b) of Z4 × Z4 to map

to (0,1) then every element of the coset (a, b) + S will also map to (0,1), and so on.

5.74 Be sure you find every subring of Z2×Z4 (why are they ideals?) then form each quotient

ring. For each subring, S, you need to know what familiar ring it is isomorphic to;
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not all of them will be of the form Zk. There are two distinct groups of order 4 so be

careful.

Chapter 6

6.1− 6.15 Find the unity of the ring A, and compute n • 1A to find the least positive n with

n • 1A = 0A.

6.18 Consider the ring in Example 6.8. Can you find a nonzero element of finite order?

6.21 Consider the ring (Z,+, ·) and pick a principal ideal whose generator is not 1, −1, or

0. What is the characteristic of the quotient ring?

6.27 You need to show that the unity, (1A, 1B) satisfies m • (1A, 1B) = (0A, 0B) but for

any smaller positive k you have k • (1A, 1B) 6= (0A, 0B). Remember that n = mt for

some positive integer t.

6.38 Why can you rule out the possibilities of char(A) = 2 or char(A) = 3?

6.47 Think about the definition of a zero divisor.

6.60 What are the elements of S equal to? Can you find two elements (a, b), (u, v) ∈ Z4×Z4

with (a, b), (u, v) /∈ S but (a, b)(u, v) = (0, 0)?

6.63 Every ideal is principal in Z20 so see if you can find b ∈ Z20 with 〈12〉 ⊂ 〈b〉 but

〈b〉 6= Z20.

6.69 This is a maximal ideal. Explain why having an ideal T with S ⊂ T will force us to

conclude T = Z2×Z6. For example, suppose (0, 3) ∈ T . Notice that 5•(1, 2) = (1, 4) so

we have (1, 4) ∈ S, and thus both (0, 3), (1, 4) ∈ T . But as T is closed under addition

we then have (0, 3) + (1, 4) = (1, 1) ∈ T .

6.79 You should have six cosets in the quotient ring.

6.82 Don’t forget that a field is also an integral domain.

6.83 Be careful since in the rules for an ordered integral domain you must add the same

element to both sides of an inequality. First find a+ c < b+ c and continue.

6.87 This is a true statement so you need to prove it. Assume for a contradiction that a ≥ c
and b ≥ d. Don’t forget to consider the possibility of a = c as well as b = d during the

proof.

6.90 Consider the element (−a)(−a) to see if it is positive. How does this help?

Chapter 7

7.2 The coefficients for these polynomials must be ordered pairs from the ring Z3×Z3 so

an example of a polynomial is a(x) = (2, 1) + (1, 1)x+ (0, 2)x2.

7.9 You should have a(x) + b(x) = 2 + 2x+ 0x2 + 0x3 +x4 = 2 + 2x+x4. Be careful using

+3 and ·3 with the coefficients when calculating a(x)b(x).

7.17 Your polynomials must have degree 2, so do not to include a polynomial with a2 = 0A.

You can write out the elements of A as {0A, 1A, a} to help you actually create the

polynomials.
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7.25 Don’t forget how to use PMI and remember that (n+ 1) • a(x) = n • a(x) + a(x).

7.29 To show that a(x) = 2 + 3x is not a zero divisor you must show why no nonzero

polynomial b(x) ∈ Z6[x] can have a(x)b(x) = 0(x). Assume such a b(x) existed, and

show why it is impossible. Be careful not to assume that deg(b(x)) = 1 as well, since

it could potentially have any degree. Think about the smallest k which has bk 6= 0 to

help.

7.36 Is it possible to create polynomials over a commutative ring with unity with a0 6= 0A,

b0 6= 0A but a0b0 = 0A? Think about easy rings you have used.

7.48 To determine char(A[x]) recall that the unity of A[x] is the polynomial 1(x) = 1A+0x,

and calculate n • 1(x). Exercise 19 can be helpful.

7.52 Remember you want a(x) = b(x)q(x) + r(x) and deg(r(x)) < deg(b(x)), but

deg(a(x)) < deg(b(x)).

7.63 This cannot be solved if deg(q(x)) ≤ 4 as asked. There are two possible choices for q4;

be sure to check why neither can be used to solve it.

7.67 Don’t forget that in order for two polynomials to be equal they must have all of the

same coefficients. So when you assume that f(a(x)) = f(b(x)) in the proof that f is

one to one, it tells you that the coefficients of the two polynomials f(a(x)) and f(b(x))

are the same. What are the coefficients?

7.72 For functions to be equal you must have a(c) = b(c) for each c in your ring.

7.78 You should find several roots; be sure you are calculating the answers in the correct

field.

7.87 The definition of hc is critical here; use arbitrary a(x) =
n∑
i=0

aix
i and b(x) =

m∑
i=0

bix
i

in A[x] to see how to calculate hc(a(x)) +A hc(b(x)) and hc(a(x) + b(c)).

7.91 The definition of S can cause some confusion. It is a set of polynomials, but every

polynomial in the set must have both 0 and 2 as a root. For example, a(x) = 1− 5x

cannot be in S since a(0) = 1.

Chapter 8

8.3 Try a contradiction proof here, so assume that the polynomials a(x) and b(x) have

different degrees. Thus one of them has smaller degree than the other. How could that

happen?

8.5 It is critical that K is a field (or at least an integral domain) here. Consider the

leading coefficients of both b(x) and c(x) to see why deg(b(x)) ≥ deg(a(x)) leads to a

contradiction.

8.14 Show no constant polynomial c(x) can exist this time.

8.20 Show that 3b(x) = a(x).

8.28 Find a nonconstant polynomial in Z5[x] which has no roots in Z5. How can you use

it to create polynomials that are not associates but have the same roots in Z5?

8.31 You need two proofs here since the statement has “if and only if” in it. Assume you
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have associate polynomials a(x), b(x) ∈ K[x]. For one direction suppose that a(x) is

reducible and use that they are associates to see that b(x) will also be reducible.

8.38 Assume that f(a(x)) is irreducible over E, but that a(x) is reducible over K. See how

this results in a contradiction. Which half does this help you prove?

8.45 You should find two roots.

8.54 Start by looking for roots.

8.60 After you use the Rational Roots Theorem on an associate of b(x), plug each possibility

into b(x) to see if the answer is 0. You should only find two roots.

8.73 You need an associate of a(x) that is in V to use h. Now consider using Eisenstein’s

Criterion to help complete it.

8.76 Show that f(a(x)) is irreducible over Z5. Don’t forget that it could factor into poly-

nomials of degree 2 so you need to explain why that is impossible too.

8.78 After finding the possible roots, factor out the polynomials of degree 1 you get from

the roots. Now you need to determine how to factor (or prove it is irreducible) the

rest of the polynomial.

Chapter 9

9.2 Suppose c ∈ K. Can you find a factor of a(x) in K[x] that will contradict the irre-

ducibility of a(x)?

9.5 Can you use Eisenstein’s Criterion here?

9.9 Suppose instead that deg(b(x)) = 0. How is b(c) computed? Is c a root of b(x)?

9.11 You already know K ⊆ S and c ∈ S. Think about why an arbitrary element u ∈ K(c)

must be of the form w(c) for some w(x) ∈ K[x]. How does that help you complete the

proof?

9.18 Your minimum polynomial should have degree 4, but you must show it cannot factor

into polynomials of degree 2 in Q[x] as well as having no roots in Q.

9.27 Find the minimum polynomial p(x) for the element, being sure to show it is irreducible,

then show how to factor a(x) = p(x)q(x) for some a(x) ∈ Q[x].

9.34 Look for roots, but you also need to rule out any factors of degree two.

9.42 Remember that p(c) = 0, so you can write 6 + 6c + c2 = 0. Now when you are

multiplying elements you can use the fact that c2 = 1 + c since in Z7 we have −6 = 1.

9.54 Once you list the elements of Z3(c) you simply need to plug them into p(x) to find the

roots. Don’t forget that in this case we have c2 = 1 + c since in Z3 we have −2 = 1.

9.59 Why is {1K} a basis for K(c) over K when c ∈ K?

9.58 This is a direct application of the result in Exercise 57.

9.69 Can you factor the minimum polynomial for c over K? What do the factors look like?

The very first theorem of this chapter will help you know the roots are back in K(c).

9.72 Find a way to write a polynomial of Q[x] which has
√

2 as the answer when
√

2 +
√

3

is plugged in. (This polynomial will have degree 3.) How does this tell us that
√

2 ∈
Q(
√

2 +
√

3)?
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Chapter 10

10.4 Assuming f was a homomorphism find two elements u, v ∈ Q( 3
√

2) which make

f(uv) 6= f(u)f(v) as a contradiction.

10.8 Remember that in Z5 we have 4 ·5 4 = 1, 4 +5 4 = 3, and in Z5(c) we have c2 = 3.

10.11 Don’t forget that you need to prove both f(a+ b) = f(a) +f(b) and f(ab) = f(a)f(b)

for any a, b ∈ Q(
√
−2).

10.13 Find roots of the separate factors to see what happens.

10.17 Show that no element of the form a+ bi with a, b ∈ Q can be a root of the minimum

polynomial for
√
−5.

10.19 Assume there are two different roots c1 and c2 of p(x) in E and consider the fields

K(c1) and K(c2). See how Theorem 10.7 gives you an isomorphism and then use it

with Theorem 10.13 to complete the proof.

10.26 Is there any element of Q(
√
−5) which satisfies −5 + x3 = 0?

10.33 Remember that if we have α−1(y) = u then also α(u) = y. Thus you can use that α

is a homomorphism to help you show that α−1 is a homomorphism.

10.39 Find the roots of each factor.

10.44 Use the fact that ω5 is one of the roots and and look at Project 9.8 to help find all of

the roots.

10.57 Don’t forget that to compute α
(
− 3
√
5

2

(
1 +
√
−3
))

you must use the fact that α is a

homomorphism, which means you are computing α(−12 )α( 3
√

5)[α(1) + α(
√
−3)].

10.64 Remember that a root can only map to another root of its minimum polynomial.

10.71 First, suppose there is an element α ∈ Gal
(
E/L

)
and show it must fix every element

of K. You need to prove two subsets to show GL = Gal
(
E/L

)
but only the definition

of each set in the proof.

10.79-85 Don’t forget how to write an arbitrary element y of the root field, using the basis you

can find over Q. Then calculate α(y) for each α ∈ G, and if α(y) = y it will tell you

what form y must have. All elements of the fixed field of a subgroup must be fixed by

every automorphisms in that subgroup.

10.86 Consider the minimum polynomial for y over K for help.

Chapter 11

11.2 Think about how to construct the y-axis (which is perpendicular to the x-axis), and

then the points of the form (0, n) for each integer n. How can (0, n) and (m, 0) be

used to construct (m,n)?

11.4 Don’t forget that similar triangles have a special ratio which holds between the side

lengths. What will BFBC be equal to when F is the point where the line parallel to
←→
EC

intersects
←→
BC?

11.8 Use the previous exercises to know that
(
m
n , 0

)
and

(
0, rs
)

can be constructed. How

do you use these to help you complete the problem?
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11.9 Don’t forget to handle cases where some of the coefficients are 0 as well as the case

where all are nonzero. Since the coefficients are in a field you must know they are

nonzero before using inverses.

11.12 There is an identity involving cos(3θ) that will be useful here since for θ = 20◦ we see

3θ = 60◦.

11.14 Use cosets to help.

11.17 This time show that each subgroup Ji ∩H is closed under conjugates from Ji+1 ∩H
(not from G).

11.20 A process similar to the proof of 11.18 is the key, but don’t forget that the subgroups

are of the form f(Hi).

11.24 Remember that α(ωn) = (ωn)k for some 1 ≤ k ≤ n.

11.25 Consider the subfields Lj = Q(ωm1
, ωm2

, . . . , ωmj
) to help. Why are they all root

fields over Q?

11.26 You only need to show that for any α, β ∈ Gal(Wi/Wi−1) the functions α ◦β and β ◦α
map ci to the same element of Wi.

11.27 Remember that since the two complex roots are assumed to be nonreal, we know b 6= 0

and d 6= 0. Factoring p(x) using these roots must leave a factor with real coefficients.

11.29 Apply Cauchy’s Theorem to the quotient group to find a cyclic subgroup.

11.35-40 Find subgroups that create a solvable series in each question.
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[50] R. V. Young and Z. Minderović, editor. Notable Mathematicians: From Ancient Times

to the Present. Farmington Hills, MI:Gale Group, 1998.

[51] Karen Rappaport. S. Kovalevsky: A mathematical lesson. The American Mathematical

Monthly, 88(8):564–573, October 1981.



336 Bibliography

[52] Constance Reid. Being Julia Robinson’s sister. Notices of the American Mathematical

Society, 43(12):1486–1492, December 1996.

[53] Constance Reid. Julia: A Life in Mathematics. Washington, DC: Mathematical Asso-

ciation of America, 1996.

[54] L. Toti Rigatelli. Evariste Galois (1811− 1832). Boston, MA:Birkhäuser, 1996.
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Trisecting an Angle, 305

Euler‘s Function, 28

Extension Field, 251

F

factor, 225

field

extension, 251

root, 262

Field Extension

algebraic, 258

simple, 264

function

bijection, 7

composition, 8

homomorphism, 54

injective, 7

isomorphism, 54

permutation, 59

surjective, 7



338 Index

Fundamental Homomorphism Theorem, 101

Fundamental Theorem of Finite Abelian

Groups, 107

G

Galois Group, 285
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root of unity, 311

S
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